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1 Topological spaces

1.1 Basic definitions

In this section we recall definitions and results from basic topology. The proofs can be found
in topology textbooks and will be omitted here.

Definition 1.1.1:

1. A topology on a set X is a set O of subsets U ⊂ X such that:

T1: X ∈ O, ∅ ∈ O
T2: Ui ∈ O for all i ∈ I implies

⋃
i∈I Ui ∈ O for any index set I.

T3: U1, ..., Un ∈ O implies ∩ni=1Ui ∈ O.

A subset U ⊂ X is called open if U ∈ O and closed if X \ U ∈ O. A topological
space is a pair (X,O) of a set X and a topology O on X.

2. If O1 and O2 are topologies on X, then O2 is called coarser than O1 and O1 finer than
O2 if O2 ⊂ O1.

3. A subset B ⊂ O is called a basis of O if every U ∈ O is a union of sets in B. It is called
a subbasis of O if the set of finite intersections of elements in B is a basis of O.

Definition 1.1.2: Let (X,OX) be a topological space and A ⊂ X.

1. The interior of A is the union of all open subsets of A: A◦ =
⋃
U⊂A,U∈OX U.

2. The closure of A the intersection of all closed sets containing A: A =
⋂
A⊂C,X\C∈OX C.

3. The boundary of A is ∂A = A ∩X \ A.

4. A neighbourhood of A ⊂ X is a set B ⊂ X for which there exists an open set U with
A ⊂ U ⊂ B.

Definition 1.1.3:

1. A topological space (X,OX) is called hausdorff or Hausdorff space if for p, q ∈ X
with p 6= q there are open neighbourhoods Up of p and Uq of q with Up ∩ Uq = ∅.

2. A topological space (X,OX) is called connected if X = A ∪ B with A,B ∈ OX and
A ∩B = ∅ implies A = ∅ or B = ∅.

Important examples of topologies are the discrete and the trivial topology on a set X, which
are useful to construct counterexamples and to test hypotheses, and the topology induced by
the distance function on a metric space.

Example 1.1.4:

1. For any set X the set Odisc of all subsets of X is a topology on X, the discrete
topology. It is the finest possible topology on X and makes X a Hausdorff space.
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2. For any set X, the set Otriv = {X, ∅} is a topology on X. It is the coarsest possible
topology on X and called the trivial topology or indiscrete topology.

3. For any topological space (X,OX), any subset A ⊂ X becomes a topological space with
the subspace topology OA,X = {A ∩ U : U ∈ OX}. The subset A equipped with this
topology is called a subspace of X.

4. Metric spaces (M,d) are Hausdorff spaces with the topology induced by the metric. A
set U ⊂ M is open with respect to this topology if and only if for all x ∈ U there exists
an ε > 0 such that Uε(x) = {y ∈M : d(x, y) < ε} ⊂ U.

5. Normed vector spaces (V, || ||) are Hausdorff spaces, since they are metric spaces with
distance function d : V × V → R+

0 , d(x, y) = ||x− y||. Two norms || ||1, || ||2 on a vector
space V induce the same topology if and only if they are equivalent, i. e. there exist
c, c′ ∈ R+ such that

c||v||1 ≤ ||v||2 ≤ c′||v||1 ∀v ∈ V.

If V is a finite-dimensional vector space, then all norms on V are equivalent and hence
induce the same topology, the standard topology on V .

In the following, we will assume without stating this explicitly that metric spaces are equipped
with the topology induced by their metric, that finite-dimensional vector spaces are equipped
with their standard topology and that subsets of topological spaces are equipped with the
subspace topology. In the following chapters, we will also often omit the topology and write X
instead of (X,OX).

When considering maps between topological spaces, it is natural to ask that these maps are
not only maps between the underlying sets but compatible with the given topologies. This
leads to the notion of a continuous map. Similarly, it is sensible to ask that an invertible map
between topological spaces is not only continuous but also has a continuous inverse, i. e. is a
homeomorphism.

Definition 1.1.5: A map f : X → Y between topological spaces (X,OX), (Y,OY ) is called:

• continuous if f−1(V ) is open for all open V ⊂ Y or, equivalently, f−1(V ) is closed for
all closed V ⊂ Y .

• open (closed) if f(U) is open (closed) for all open (closed) U ⊂ X.

• homeomorphism if it is bijective and continuous with a continuous inverse.

If f : X → Y is a homeomorphism, then (X,OX) and (Y,OY ) are called homeomorphic
and we write (X,OX) ≈ (Y,OY ). This is an equivalence relation. In the following, we denote
by C(X, Y ) the set of continuous functions f : X → Y and by Homeo(X, Y ) the set of all
homeomorphisms f : X → Y .

Example 1.1.6:

1. For any topological space (X,OX) the identity map idX : (X,OX) → (X,OX) is a
homeomorphism.

2. The composition g ◦ f : (X,OX) → (Z,OZ) of two continuous maps (homeomorphisms)
f : (X,OX)→ (Y,OY ), g : (Y,OY )→ (Z,OZ) is continuous (a homeomorphism).
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3. For any topological space (Y,OY ) and any set X, all maps f : (X,Odisc) 7→ (Y,OY ) and
g : (Y,OY )→ (X,Otriv) are continuous.

4. Let O1, O2 be topologies on X. Then O1 is finer than O2 if and only if
id : (X,O1)→ (X,O2) is continuous.

5. Let X be a set with at least two elements. Then the map idX : (X,Odisc) → (X,Otriv)
is bijective and continuous by 4., but not a homeomorphism, since 4. implies that its
inverse idX : (X,Otriv)→ (X,Odisc) is not continuous.

6. For n,m ∈ R with n 6= m, Rn is not homeomorphic to Rm. We will prove this statement
later in the lecture.

Continuous maps and homeomorphisms between topological spaces play a similar role as linear
maps between vector spaces and vector space isomorphisms in linear algebra. In particular, one
often does not distinguish topological spaces that are related by homeomorphisms and considers
them topologically equivalent. We can also compare topological spaces locally by considering
homeomorphisms between open neighbourhoods of points in these spaces. In particular, this
allows us to introduce the notion of a topological manifold - a topological space that locally
looks like Rn.

Definition 1.1.7: An n-dimensional topological manifold is a Hausdorff space (M,O) for
which every point m ∈ M has an open neighbourhood U ⊂ M which is homeomorphic to an
open neighbourhood V ⊂ Rn.

Example 1.1.8:

1. Every open subset U ⊂ Rn is an n-dimensional topological manifold, since idU : U → U
is a homeomorphism with the required properties.

2. The n-sphere Sn = {x ∈ Rn+1 : ||x|| = 1} is an n-dimensional topological manifold. The
stereographic projection maps

φ± : Sn \ {(0, . . . , 0,±1)} → Rn, (x1, ..., xn+1) 7→
(

x1

1∓ xn+1

, ...,
xn

1∓ xn+1

)
(1)

and the projection maps

πk± : {x ∈ Sn : ±xk > 0} → U1(0), (x1, ..., xn+1) 7→ (x1, ..., xk−1, xk+1, ..., xn+1) (2)

are homeomorphisms onto open subsets of Rn.

3. Consider the circle CR = {(R cosφ,R sinφ, 0) : φ ∈ [0, 2π]} of radius R > 0 in R3. Then
the torus with radii 0 < r < R in R3

TR,r = {p ∈ R3 : d(p, CR) = r}.

is a 2-dimensional topological manifold. Local homeomorphisms between open subsets in
R2 and open subsets in TR,r are given by the maps

fφ0,ψ0,ε : (φ0 − ε, φ0 + ε)× (ψ0 − ε, ψ0 + ε)→ T φ0, ψ0 ∈ R, 0 < ε < π

(φ, ψ) 7→ ((R + r cosφ) cosψ, (R + r cosφ) sinψ, r sinφ)

which are homeomorphism onto their images.
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4. The set {(x, 0) : x ∈ R} ∪ {(0, 1)} ⊂ R2 is not a topological manifold. This follows from
the fact that {(x, 0) : x ∈ R} ≈ R is a 1-dimensional manifold but the point (0, 1) does
not have a neighbourhood homeomorphic to an open set in R.

In many situations one wishes to derive conclusions about global properties of topological spaces
or continuous functions between them from their local properties. This can be attempted by
covering the topological space by neighbourhoods of points or, equivalently, open sets containing
these points and to considering the relevant quantities on each of these open sets. When passing
from the local to the global picture, it makes a crucial difference if one needs to consider infinitely
many open sets of this type or just a finite number of them. Topological spaces for which a
finite number of such open sets is sufficient are called compact.

Definition 1.1.9: Let (X,OX) be a topological space. A subset A ⊂ X is called compact if
every open cover of A has a finite subcover

A ⊂
⋃
i∈I

Ui with Ui ∈ OX ∀i ∈ I ⇒ ∃ finite J ⊂ I with A ⊂
⋃
i∈J

Ui.

Remark 1.1.10:

1. A finite subset A ⊂ X is compact with respect to any topology on X. A subset A ⊂ X
is compact with respect to Odisc if and only if A is finite, and every subset A ⊂ X is
compact with respect to Otriv.

2. If (X,OX) is a compact topological space and A ⊂ X closed, then A is compact.

3. If (X,OX) is a Hausdorff space and A ⊂ X compact, then A is closed.

4. If A ⊂ X is compact and f : (X,OX)→ (Y,OY ) continuous, then f(A) is compact.

5. If (X,OX) is compact and (Y,OY ) hausdorff, then every continuous map f : X → Y is
closed. If additionally, f is injective (surjective, bijective), then f is an embedding (a
quotient map, a homeomorphism).

6. Let (M,d) be a metric space and A ⊂ M . If A is compact, then A is bounded, i. e. for
every m ∈ M there exists a C > 0 such that d(m, a) ≤ C for all a ∈ A. The subset A is
compact if and only if every sequence (ak)k∈N, ak ∈ A, has a convergent subsequence.

7. Heine-Borel: If (V, || ||) is a finite dimensional vector space, then A ⊂ V is compact
if and only if A is closed and bounded. For infinite-dimensional normed vector spaces
compact implies closed and bounded, but closed and bounded does not imply compact.

In the context of compact metric spaces, a particularly nice property of open covers is the
existence of Lebesgue’s number. It ensures that for any open cover, subsets of sufficiently small
diameter are contained in one of the open sets of the cover.

Lemma 1.1.11: (Lebesgue’s lemma)

Let (M,d) be a compact metric space and (Ui)i∈I an open cover of M . Then there exists a
number λ ∈ R+, the Lebesgue number such that any A ⊂ X with diam(A) = sup{d(a, b) :
a, b ∈ A} < λ is contained in a set Ui with i ∈ I.
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Proof:
Suppose there is no such number λ. Then for all n ∈ N there is a subset An ⊂M that satisfies
diam(An) < 1/n and is not contained in any of the open sets Ui. Choose a sequence (an)n∈N,
an ∈ An. Since M is compact, we can assume after choosing an appropriate subsequence that
an → a ∈ A for n → ∞ (Remark 1.1.10). Then there is a k ∈ N and an ε > 0 such that
Uε(a) = {m ∈ M : d(m, a) < ε} ⊂ Uk. As the sequence (an)n∈N converges, there exists an
N ∈ N with d(aN , a) < ε/2 and diam(AN) < ε/2. This implies for all m ∈ AN

d(m, a) ≤ d(m, aN) + d(aN , a) ≤ diam(An) + d(aN , a) < ε

and hence AN ⊂ Uk. Contradiction. 2

1.2 Basic constructions and examples

In this section, we recall the four basic constructions for topological spaces, namely subspaces,
quotients, sums and products. These four basic constructions allow one to construct new topo-
logical spaces from given ones. As the ultimate goal is to relate these topological constructions
to algebraic ones, it is essential to characterise them from a structural or abstract viewpoint.
In the following, we will therefore emphasise universal properties, which characterise these con-
structions in terms of the existence and unqiueness of continuous maps with certain properties.

Definition 1.2.1:

1. Let (X,OX) be a topological space and A ⊂ X a subset. Then

O⊂ = {V ⊂ A : ∃U ∈ OX withU ∩ A = V }

is a topology on A, the subspace topology or relative topology on A.

2. An embedding is an injective, continuous map f : (X,OX)→ (Y,OY ) that is a homeo-
morphism onto its image, i. e. for which the associated map (X,OX)→ (f(X),Of(X)⊂Y )
is a homeomorphism.

Remark 1.2.2:

1. The subspace topology is the coarsest topology on A for which the inclusion map
i : A→ X is continuous.

2. For any subset A ⊂ X, the inclusion map i : A → X, a 7→ a is an embedding with
respect to the topology on X and the subspace topology on A.

3. Subspaces and embeddings are characterised uniquely by a universal property:
An injective map i : (X,OX)→ (Y,OY ) is an embedding if and only if for any topological
space (W,OW ), a map g : W → X is continuous if and only if i◦g : W → Y is continuous.

While Definition 1.2.1 is more concrete, the characterisation of subspaces and embeddings in
this remark give a clear motivation. Subsets of topological spaces are canonically equipped with
an inclusion map, and the topology on the subspace is chosen as coarse as possible, in such a
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way that this map becomes continuous. Similarly, an embedding is an injective map i : X → Y
which is not only continuous but such that post-composition i does not cause information loss
with respect to the topology. While for any two continuous maps i : X → Y , g : W → X, one
has i◦g : W → Y continuous, it is generally not true that the continuity of a map i◦g : W → Y
implies the continuity of g : W → Y . A simple example is X = R with the standard topology
and Y = (R,Otriv). Then i = id : R → R, x 7→ x is bijective and continuous, but not an
embedding since for all maps g : W → X, one has i ◦ g : W → Y continuous - the map
i ◦ g : W → Y does not contain any information about the continuity of g : W → X.

The second basic construction that allows one to obtain new topological spaces from given ones
are topological quotients. While subspaces of topological spaces (X,OX) are obtained from
subsets A ⊂ X and correspond to embeddings i : A → X, quotient spaces are obtained from
equivalence relations on X and correspond to identifications π : X → B.

Definition 1.2.3:

1. Let (X,OX) be a topological space and f : X → Y surjective. Then

O∼ = {V ⊂ Y : f−1(V ) ∈ OX}

is a topology on Y , the quotient topology on Y induced by f .

2. A surjective map f : X → Y between topological spaces (X,OX), (Y,OY ) is called a
quotient map or identification if V ⊂ Y is open if and only if f−1(V ) ⊂ X is open.
In this case Y is called a quotient space of X.

Remark 1.2.4:

1. The quotient topology on Y is the finest topology on Y that makes f : X → Y continuous.

2. Any map f : X → Y defines an equivalence relation on X, namely x ∼ x′ if f(x) = f(x′).
If f is surjective there is a canonical bijection X/ ∼ ∼−→ Y , [x] 7→ f(x). Conversely, for
any equivalence relation ∼ on X, the map π : X → X/ ∼, x 7→ [x] is surjective. The
set X/ ∼ with the quotient topology induced by π : X → X/ ∼ is called the quotient
space of X with respect to ∼.

3. Quotient spaces and quotient maps can be characterised by their universal properties:
For any continuous map f : X → Y that satisfies f(x) = f(x′) for x, x′ ∈ X with
x ∼ x′, there exists a unique continuous map f∼ : X/ ∼ → Y with f∼ ◦ π = f , namely
f∼ : [x] 7→ f(x):

X/ ∼ ∃!f∼ // Y

X

f

OO

π

bb

A surjective map π : (X,OX) → (Y,OY ) is a quotient map if and only if for any
topological space (Z,OZ), a map f∼ : Y → Z is continuous if and only if f∼ ◦ π : X → Z
is continuous.

4. Quotients of topological spaces induce quotients of their subspaces. If ∼ is an equivalence
relation on X and A ⊂ X a subspace with inclusion map iA : A → X, then one obtains
an equivalence relation ∼A on A by setting a ∼A a′ if and only if iA(a) ∼ iA(a′). The
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universal property of quotient spaces then implies that there is a unique continuous map
iA/∼ : A/ ∼A→ X/ ∼ such that the following diagram commutes

A
iA //

πA
��

X

πX
��

A/ ∼A iA/∼
// X/ ∼

The map i∼ : A/ ∼A→ X/ ∼ is given by i∼([a]) = [iA(a)], and it is injective by definition.

5. Quotients of compact topological spaces are compact.

For any open cover X/ ∼ ⊂
⋃
i∈I Ui, we obtain an open cover X ⊂

⋃
i∈I π

−1(Ui), since
π−1(Ui) ∈ OX by definition of the quotient topology. As X is compact, there is a finite
J ⊂ I with X ⊂

⋃
i∈J π

−1(Ui), and X/ ∼ ⊂
⋃
i∈J Ui is a finite subcover of X/ ∼.

The advantage of the characterisation of topological quotients in Remark 1.2.4 is its clear
motivation - the topology on the quotient is chosen as fine as possible such that the given
surjective map π : X → Y is continuous. In analogy to the characterisation of an embedding,
a quotient map is a map π : X → Y that is not only continuous but also such that pre-
composition with π does not cause any information loss with respect to the topology. While
f ◦ π : X → Z is continuous for any two continuous maps π : X → Y and f : Y → Z, the
continuity of f ◦ π does in general not imply the continuity of f : Y → Z. A simple example
is X = R with the discrete topology, Y = R with the standard topology and π = id : X → Y .
Then f ◦ π : X → Z is continuous for any map f : X → Z and hence cannot contain any
information about the continuity of f .

The characterisation of continuous functions f∼ : X/ ∼→ Y in terms of functions f : X → Y
that are constant on the equivalence classes is advantageous in practice since it can be much
simpler. Moreover, in many situations it is not necessary to specify f∼ : X/ ∼ → Y explicitly
but sufficient to know that it exists and that it is unique.

Example 1.2.5:

1. Circle: Consider the interval [0, 1] with the equivalence relation t ∼ t for t ∈ [0, 1] and
0 ∼ 1. Then the quotient [0, 1]/ ∼ with the quotient topology is homeomorphic to S1.
A homeomorphism is induced by the map

exp : [0, 1]→ S1 = {z ∈ C : |z| = 1}, t 7→ e2πit = cos(2πt) + i sin(2πt).

As exp : [0, 1] → S1 is continuous and exp(0) = exp(1) = 1, by the universal property
of the quotient space there is a unique continuous map exp∼ : [0, 1]/ ∼ → S1 with
exp∼ ◦π = exp, where π : [0, 1] → [0, 1]/ ∼, t 7→ [t] is the canonical surjection. As
e2πit = e2πit′ implies t − t′ ∈ Z, the map exp∼ : [0, 1]/ ∼→ S1 is bijective. As [0, 1]
is compact, [0, 1]/ ∼ is compact by Remark 1.2.4, 5. As S1 is hausdorff as a subspace
of a Hausdorff space, Remark 1.1.10 then implies that exp∼ : [0, 1]/ ∼ → S1 is a
homeomorphism.

2. Torus: Consider [0, 1]× [0, 1] with the equivalence relation (x, y) ∼ (x, y), (0, y) ∼ (1, y)
and (x, 0) ∼ (x, 1) for all x, y ∈ [0, 1]. Then by a similar argument to the previous
example, [0, 1]×[0, 1]/ ∼ with the quotient topology is homeomorphic to the torus S1×S1.
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3. Möbius strip: Consider [0, 1] × [0, 1] with the equivalence relation (x, y) ∼ (x, y),
(x, 0) ∼ (1 − x, 1) for all x, y ∈ [0, 1]. Then the quotient space [0, 1] × [0, 1]/ ∼ with the
quotient topology is called the Möbius strip.

4. Real projective space: Consider Rn+1 \ {0} with the equivalence relation x ∼R y if
there is a λ ∈ R× with y = λx. Then the quotient space RPn = (Rn+1 \ {0})/ ∼R with
the quotient topology is called real projective space. Points in RPn correspond to
lines through the origin in Rn+1. RPn is a topological manifold of dimension n.

5. Complex projective space: Consider Cn+1\{0} with the equivalence relation x ∼C y if
there is a λ ∈ C× with y = λx. Then CPn = (Cn+1 \{0})/ ∼C with the quotient topology
is called complex projective space. Points in CPn correspond to planes through the
origin in Cn+1 ≈ R2n+2. CPn is a topological manifold of dimension 2n.

Another important example of quotient spaces are topological spaces that are obtained by
collapsing a given nonempty subspace to a point. In this case, the relevant equivalent relation
identifies all points that are contained in the subspace.

Example 1.2.6: If ∅ 6= A ⊂ X is a subspace of a topological space X, then the inclusion map
ι : A→ X, a 7→ a defines an equivalence relation on X, namely x ∼ x′ if x = x′ or x, x′ ∈ ι(A).
The associated quotient space X/ ∼ with the quotient topology is called the topological space
obtained by collapsing A ⊂ X. The universal property of quotient spaces implies that for any
topological space (Y,OY ) continuous functions f∼ : X/ ∼ → Y are in bijection with continuous
functions f : X → Y , that are constant on A.

Two other essential constructions that allow one to construct new topological spaces from
a given family of topological space are topological sums and products. In both cases, it is
necessary to first consider the underlying constructions for sets. Given a family of sets (Xj)j∈J ,
we consider their disjoint union

qj∈JXj = {(xj, j) : j ∈ J, xj ∈ Xj},

and the canonical inclusions ik : Xk → qj∈JXj, x 7→ (x, k). For a family of maps fj : Xj → Yj,
we have the associated sum map

qj∈Jfj : qj∈JXj → qj∈JYj, (x, j) 7→ (fj(x), j)

and for a family of maps fj : Xj → Y , a map

〈fj〉j∈J : qj∈JXj → Y, (x, j) 7→ (fj(x)).

Requiring that all canonical inclusions are continuous yields a topology on the disjoint union,
the sum topology. This topology is characterised by a universal property, which allows one to
define continuous maps from topological sums to other topological spaces uniquely by specifying
their behaviour on each component.

Definition 1.2.7: Let (Xj,Oj)j∈J be a family of topological spaces. Then

Oq = {U ⊂ qj∈JXj : U ∩ ik(Xk) ∈ ik(Ok)}

is a topology on qj∈JXj, and (qj∈JXj,Oq) is called the topological sum of (Xj,Oj). For
J = {1, ..., n}, we also write X1+. . .+Xn instead of (qj∈JXj,Oq) and f1+. . .+fn or (f1, ..., fn)
instead of qj∈Jfj.
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Remark 1.2.8:

1. The sum topology is the finest topology on qj∈JXj for which all inclusion maps
ik : Xk → qj∈JXj are continuous.

2. The sum topology is characterised by a universal property:
For any family of continuous maps fj : Xj → Y there exists a unique continuous map
f : qj∈JXj → Y with f ◦ ij = fj for all j ∈ J , namely f = 〈fj〉j∈J :

Y qj∈JXj
∃!foo

Xj

ij

OO

fj

cc (3)

3. The sum qj∈Jfj : qj∈JXj → qj∈JYj of continuous maps fj : Xj → Yj is continuous.

4. Sums of topological spaces are associative up to homeomorphism:
(X1 +X2) +X3 ≈ X1 + (X2 +X3) for all triples of topological spaces (Xi,Oi), i = 1, 2, 3.

The other standard construction for a family of sets (Xj)j∈J is their product set or Cartesian
product Πj∈JXj = {(xj)j∈J , xj ∈ Xj}. Instead of inclusion maps, one then has projection
maps prk : Πj∈JXj → Xk, (xj)j∈J 7→ xk on the kth factor. For each family of maps fj : Xj →
Yj, there is a product map

Πj∈Jfj : Πj∈JXj → Πj∈JYj, (xj)j∈J 7→ (fj(xj))j∈J

and for each family of maps fj : W → Xj a map

(fj)j∈J : W → Πj∈JXj, w 7→ (fj(w))j∈J .

It is then natural to equip the cartesian product Πj∈JXj with the coarsest topology that makes
all projection maps prk : Πj∈JXj → Xk continuous. The resulting topological space has a uni-
versal property that characterises continuous maps f : W → Πj∈JXj in terms of the associated
maps prk ◦ f : W → Xk.

Definition 1.2.9: Let (Xj,Oj)j∈J be a family of topological spaces. Then

OΠ = {arbitrary unions of finite intersections of sets pr−1
j (Uj), Uj ∈ Oj}

is a topology on Πj∈JXj, the product topology and (Πj∈JXj,OΠ) is called the product of
the topological spaces (Xj,Oj). For J = {1, ..., n}, we also write X1 × . . . × Xn instead of
(Πj∈JXj,OΠ) and f1 × . . .× fn instead of Πj∈Jfj.

Remark 1.2.10:

1. The product topology is the coarsest topology on the set Πj∈JXj that makes all
projection maps prk : Πj∈JXj → Xk continuous.
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2. The product topology is characterised by a universal property:
For a family of continuous maps fj : W → Xj there exists a unique continuous map
f : W → Πj∈JXj with prj ◦ f = fj for all j ∈ J , namely f = (fj)j∈J :

W

fj ##

∃!f // Πj∈JXj

prj

��
Xj

(4)

3. The product Πj∈Jfj : Πj∈JXj → Πj∈JYj of continuous maps fj : Xj → Yj is continuous.

4. Products of topological spaces are associative up to homeomorphism:
(X1×X2)×X3 ≈ X1× (X2×X3) for all triples of topological spaces (Xi,Oi), i = 1, 2, 3.

Note that topological sums and products are based on the same input data, a family (Xj)j∈J of
topological spaces, and that the diagrams (3) and (4) that characterise their universal properties
are related by a reversal of arrows. One says that these constructions are dual to each other.
While finite topological sums and products

Example 1.2.11:

1. φ : Rn × Rm → Rn+m, (x, y) 7→ (x, y) is homeomorphism between Rn × Rm with the
product topology and Rn+m with the standard topology.

2. For any 0 < r < R, the torus TR,r ⊂ R3 from example 1.1.8 is homeomorphic to the
product S1 × S1 via f : S1 × S1 → TR,r, ((x, y), (u, v)) 7→ (Rx+ ru,Ry + ru, rv).

To conclude our discussion of the general properties of topological sums and products, we recall
that desirable properties of topological spaces such as compactness and the hausdorff property
are compatible with sums and products in the following sense.

Remark 1.2.12: Let (Xj,Oj)j∈J be a family of topological spaces.

1. If (Xj,Oj) is hausdorff for all j ∈ J , then (qj∈JXj,Oq) is hausdorff.

2. If (Xj,Oj) is compact for all j ∈ J , then (Πj∈JXj,OΠ) is compact (Tychonoff).

3. If J is finite, then (qj∈JXj,Oq) and (Πj∈JXj,OΠ) are compact (hausdorff) if and only if
(Xj,Oj) is compact (hausdorff) for all j ∈ J

1.3 Pullbacks and pushouts, attaching and CW-complexes

In the following, we consider topological spaces, which are obtained by combining the four basic
constructions - subspaces, quotients, sums and products. Two fundamental constructions which
cover a large class of relevant examples are pullbacks and pushouts. They are obtained by com-
bining topological products with subspaces and topological sums with quotients, respectively.
We will see later that these constructions have algebraic counterparts and can be formulated
more generally in any category.

14



Definition 1.3.1: Let (W,OW ), (Y,OY ), (Xi,OXi), i = 1, 2, be topological spaces.

1. For a pair of continuous maps fi : Xi → Y , the set

X1 ×Y X2 = {(x1, x2) ∈ X1 ×X2 : f1(x1) = f2(x2)} ⊂ X1 ×X2

becomes a topological space when equipped with the subspace topology induced by
the product topology onX1×X2. It is called the pullback or fibre product ofX1 andX2.

2. For a pair of continuous maps gi : W → Xi, i1 ◦ g1(w) ∼ i2 ◦ g2(w) for all w ∈ W defines
an equivalence relation on X1 + X2. The quotient space X1 + X2/ ∼ with the quotient
topology induced by the sum topology on X1 + X2 is called the pushout of X1 and X2

and denoted X1 +W X2.

As combinations of topological products with subspaces and of topological sums with quotients,
pullback and pushout inherit universal properties, which arise from the universal properties of
the underlying constructions.

Lemma 1.3.2: Let (W,OW ), (Y,OY ) and (Xi,OXi), i = 1, 2, be topological spaces.

1. Universal property of the pullback: Let X1 ×Y X2 be the pullback of X1 and X2

with continuous functions fi : Xi → Y and πi = pri|X1×YX2 : X1 ×Y X2 → Xi. Then the
inner rectangle in the following diagram commutes, and for any two continuous functions
gi : W → Xi for which the outer quadrilateral commutes, there is a unique continuous
function g : W → X1 ×Y X2 such that the two triangles commute

W

g1

%%

g2

$$∃!g %%
X1 ×Y X2

π1

��

π2

// X2

f2

��
X1 f1

// Y.

(5)

2. Universal property of the pushout: Let X1 +W X2 be the pushout of X1 and X2

with continuous functions gi : W → Xi and ιi = π ◦ ii : Xi → X1 +W X2. Then the
inner rectangle in the following diagram commutes, and for any two continuous functions
fi : Xi → Y for which the outer quadrilateral commutes, there is a unique continuous
function f : X1 +W X2 → Y such that the two triangles commute

Y

X1 +W X2

∃!f

ee

X2
ι2oo

f2
oo

X1

f1

SS

ι1

OO

W.g1

oo

g2

OO

(6)

Proof:
1. The inner rectangle in (5) commutes by definition, since we have f1 ◦ pr1(x1, x2) = f1(x1) =
f2(x2) = f2 ◦ pr2(x1, x2) for all (x1, x2) ∈ X1 ×Y X2. The existence and uniqueness of the
continuous function g : W → X1 ×Y X2 follows from the universal property of the product
topology. The latter states that for gi : W → Xi there exists a unique map g : W → X1 ×X2
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with pri ◦ g = gi. It follows that f2 ◦ pr2 ◦ g = f2 ◦ g2 = f1 ◦ g1 = f1 ◦ pr1 ◦ g and hence
g(W ) ⊂ X1×Y X2. By definition, one then has πi ◦ g = pri|X1×YX2 ◦ g = pri ◦ g = gi for i = 1, 2.

2. The inner rectangle in diagram (11) commutes, as the equivalence relation on X1 + X2

implies ι1 ◦ g1(w) = π ◦ i1 ◦ g1(w) = π ◦ i2 ◦ g2(w) = ι2 ◦ g2(w) for all w ∈ W . The
existence and uniqueness of the map f follows from the universal property of the sum and the
quotient topology. By definition of the sum topology, there exists a unique continuous map
f ′ : X1 +X2 → Y with f ′◦ ij = fj. The map f ′ is constant on the equivalence classes in X1 +X2

since f ′ ◦ i1 ◦ g1(w) = f1 ◦ g1(w) = f2 ◦ g2(w) = f ′ ◦ i2 ◦ g2(w) for all w ∈ W . By the universal
property of the quotient topology, there is a unique continuous map f : X1 +W X2 → Y with
f◦π = f ′, and we have f◦ι2◦g2 = f◦π◦i2◦g2 = f ′◦i2◦g2 = f ′◦i1◦g1 = f◦π◦i1◦g1 = f◦ι1◦g1. 2

From their universal properties it is evident that pullback and pushout are dual constructions -
the diagrams (5) and (11) which characterise their universal properties are related to each other
by a reversal of arrows, the former makes use of topological sums and the latter of topological
products. While the pullback may seem more intuitive at first sight - it involves a subspace
of a topological product, while the pushout involves quotients, pushouts also have a clear
geometrical interpretation, namely in the attaching or gluing of topological spaces. For this,
one considers two topological spaces X1 = X, X2 = Y , a subspace A ⊂ X1 and a continuous
function f : A→ Y . The maps gi : A→ Xi are then given by g1 = iA : A→ X and g2 = f .

Definition 1.3.3: Let (X,OX) and (Y,OY ) be topological spaces, A ⊂ X and f : A → Y
continuous. Then the pushout X +A Y of X and Y by g1 = iA : A → X and g2 = f : A → Y
is denoted X ∪f Y and called the topological space obtained by attaching or gluing X to Y .

1. If X = qi∈IDn is a topological sum of n-discs Dn = {x ∈ Rn : ||x|| ≤ 1},
A = qi∈I∂Dn = qi∈ISn−1 and the attaching map f = 〈fi〉i∈I : qi∈ISn−1 → Y is
given by continuous maps fi : Sn−1 → Y via the universal property of the topological
sum, one speaks of attaching n-cells to Y with the attaching maps fi : Sn−1 → Y .
The map ιj = π◦ij : Dn → X∪f Y is called the characteristic map of the jth n-cell Dn.

2. If X is a topological sum qi∈IXi, A = qi∈I{pi} with pi ∈ Xi and Y = {p} then X ∪f Y
is called the wedge sum of the topological spaces Xi and and denoted ∨i∈IXi.

Note that attaching is not symmetric with respect to the topological spaces X and Y . As it is
given by the equivalence relation iX(a) ∼ iY ◦f(a) on X+Y , it does not identify the inclusions
of different points in Y , and consequently, the topological space Y can be embedded in X ∪f Y .
However, this equivalence relation identifies points a, a′ ∈ A ⊂ X with f(a) = f(a′). For this
reason, in general there is no embedding of X into X ∪f Y unless f : A → Y is injective -
one speaks of attaching X to Y . As attaching is a special case of the pushout construction, it
follows immediately that it can be characterised by a universal property. Moreover, one can
show that the order in which different topological spaces are attached to a given topological
space Y does not matter- the resulting topological spaces are homeomorphic.

Lemma 1.3.4: Let (Xi,OXi), (Y,OY ) be topological spaces, Ai ⊂ Xi subspaces with
inclusion maps ji : Ai → Xi and fi : Ai → Y continuous functions. Then one has:

1. Universal property of attaching: The map ιY : Y → Y ∪f1 X1 is an embedding, and
for any two continuous maps gX1 : X1 → Z, gY : Y → Z with gY ◦ f1 = gX1 ◦ j1 there is

16



a unique map g : X1 ∪f1 Y → Z for which the following diagram commutes

Z

X1 ∪f1 Y
∃!g

dd

Y
ιYoo

gY
oo

X1

gX1

RR

ιX1

OO

A1.j1
oo

f1

OO

(7)

2. Commutativity of attaching: For topological spaces (Y,OY ), (Xi,OXi), i = 1, 2,
subspaces Ai ⊂ Xi and continuous functions fi : Ai → Y one has

X1 ∪f̃1
(X2 ∪f2 Y ) ≈ X2 ∪f̃2

(X1 ∪f1 Y ) ≈ (X1 +X2) ∪〈f1,f2〉 Y

with f̃1 = ιY ◦f1 : X1 → X2∪f2 Y , f̃2 = ιY ◦f2 : X2 → X1∪f1 Y and 〈f1, f2〉 : A1 +A2 → Y
defined by the universal property of the sum topology.

Proof. The first claim is obvious, and for the second claim we prove the identity

X2 ∪ιY ◦f2 (X1 ∪f1 Y ) ≈ (X1 +X2) ∪f1+f2 Y.

To simplify notation, we set V := (X1+X2)∪f1+f2Y ,W := X1∪f1Y and Z = X2∪ιY ◦f2(X1∪f1Y ).
Using the universal property for the attaching of X1 to Y with f1, the universal property for
the attaching of X2 to W with ιY ◦ f2 and the universal properties of the sums A1 + A2 and
X1 +X2, we obtain the following diagram, in which the triangles A1Y (A1 +A2), Y A2(A1 +A2)
and Z(X1 + X2)X2, the quadrilaterals A1(A1 + A2)(X1 + X2)X1, A2X2(X1 + X2)(A1 + A2),
Z(X1 +X2)X1W and X1WYA1 and the pentagon ZX2A2YW commute.

W
ι

vv

X1

ιX1oo

i1,12

��

Z Y

ιY

OO

A1
f1oo

j1,12

��

j1

OO

X2

i2,12 ..

ιX2

``

A2
j2oo

f2

OO

j2,12

// A1 + A2

f1+f2

dd

〈j1,j2〉 &&
X1 +X2

ιZ,12

VV

(8)

Denote now by ιY,12 : Y → V and ιX1+X2 : X1 +X2 → V the canonical maps for the attaching
of X1 +X2 to Y with f1 +f2. Then the universal property of attaching implies ιX1+X2 ◦〈j1, j2〉 =
ιY,12 ◦ (f1 + f2). From this and the commutativity of A1(A1 + A2)(X1 +X2)X1, we obtain

ιX1+X2 ◦ i1,12 ◦ j1 = ιX1+X2 ◦ 〈j1, j2〉 ◦ j1,12 = ιY,12 ◦ (f1 + f2) ◦ j1,12 = ιY,12 ◦ f1.

The universal property for attaching X1 to Y with f1 then implies that there is a unique
continuous map ι′ : W → V with ι′ ◦ ιX1 = ιX1+X2 ◦ i1,12 and ι′ ◦ ιY = ιY,12. We obtain the
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diagram

V

W
ι

vv

ι′

OO

X1

ιX1oo

i1,12

��

Z Y

ιY

OO

A1
f1oo

j1,12

��

j1

OO

X2

i2,12 ..

ιX2

``

A2
j2oo

f2

OO

j2,12

// A1 + A2

f1+f2

dd

〈j1,j2〉 &&
X1 +X2

ιZ,12

VV

ιX1+X2

ll (9)

in which the new quadrilateral VWX1(X1 +X2) and pentagon VWY (A1 +A2)(X1 +X2) also
commute. From this diagram, we obtain

ι′ ◦ ιY ◦ f2 = ι′ ◦ ιY ◦ (f1 + f2) ◦ j2,12 = ιX1+X2 ◦ 〈j1, j2〉 ◦ j2,12 = ιX1+X2 ◦ i2,12 ◦ j2,

and by the universal property of X2∪f̃2
(X1∪f1 Y ) there is a unique continuous map ι′′ : Z → V

with ι′′ ◦ ι = ι′ and ι′′ ◦ ιX2 = ιX1+X2 ◦ i2,12. As we have

ιZ,12 ◦ 〈j1, j2〉 ◦ j2,12 = ιZ,12 ◦ i2,12 ◦ j2 = ιX2 ◦ j2 = ι ◦ ιY ◦ f2 = ι ◦ ιY ◦ (f1 + f2) ◦ j2,12

ιZ,12 ◦ 〈j1, j2〉 ◦ j1,12 = ιZ,12 ◦ i1,12 ◦ j1 = ι ◦ ιX1 ◦ j1 = ι ◦ ιY ◦ f1 = ι ◦ ιY ◦ (f1 + f2) ◦ j1,12,

the universal property of the sum A1 + A2 implies ιZ,12 ◦ 〈j1, j2〉 = ι ◦ ιY ◦ (f1 + f2), i. e. the
quadrilateral Z(X1 + X2)(A1 + A2)YW commutes. With the universal property of attaching
X1 + X2 to Y with f1 + f2 it then follows that there is a unique continuous map r : V → Z
with r ◦ ιX1+X2 = ιZ,12 and r ◦ ι′′ ◦ ι ◦ ιY = r ◦ ι′ ◦ ιY = ι ◦ ιY .

V

r

��

W
ι

vv

ι′

OO

X1

ιX1oo

i1,12

��

Z

ι′′

>>

Y

ιY

OO

A1
f1oo

j1,12

��

j1

OO

X2

i2,12 ..

ιX2

``

A2
j2oo

f2

OO

j2,12

// A1 + A2

f1+f2

dd

〈j1,j2〉 &&
X1 +X2

ιZ,12

VV

ιX1+X2

ll (10)

The universal property of attaching X2 to X1 ∪f1 Y with ιY ◦ f2 guarantees that r ◦ ι′′ = idZ if
r◦ι′′◦ι = ι and r◦ι′′◦ιX2 = ιX2 . The second identity follows directly, since r◦ι′′◦ιX2 = r◦ιX1+X2◦
i2,12 = ιZ,12 ◦ i2,12 = ιX2 . The first follows with the universal property of attaching X1 to Y with
f1 from the identities r◦ι′′◦ι◦ιY = ι◦ιY and r◦ι′′◦ι◦ιX1 = r◦ιX1+X2◦i1,12 = ιZ,12◦i1,12 = ι◦ιX1 .
This shows that r ◦ ι′′ = idZ .
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To show that ι′′ ◦r = idV , by the universal property of attaching X1 +X2 to Y with f1 +f2, it is
sufficient to show that ι′′◦r◦ιX1+X2 = ιX1+X2 and ι′′◦r◦ι′◦ιY = ι′◦ιY . The last identity follows
since ι′′ ◦ r ◦ ι′ ◦ ιY = ι′′ ◦ r ◦ ι′′ ◦ ι ◦ ιY = ι′′ ◦ ι ◦ ιY = ι′ ◦ ιY . The first identity follows from the
universal property of X1 +X2 since ι′′◦r◦ιX1+X2 ◦ι2,12 = ι′′◦ιZ,12◦i2,12 = ι′′◦ιX2 = ιX1+X2 ◦ι2,12

and ι′′◦r◦ιX1+X2 ◦ι1,12 = ι′′◦ιZ,12◦i1,12 = ι′′◦ι◦ιX1 = ιX1+X2 ◦i1,12. This shows that ι′′◦r = idV ,
and hence r : V → Z and ι′′ = r−1 : Z → V are homeomorphisms.

Example 1.3.5:

1. Let X = conv({p1, p2, p3}) ⊂ R2 the triangle with corners p1 = (−1, 2), p2 = (1, 2),
p3 = (0, 3), consider the subspace A = [p1, p2] = [−1, 1] × {2} and the topological space
Y = [−1, 1]× [−1, 1]. Then the topological space obtained by gluing of X to Y with the
attaching map f : A→ Y , (x, 2) 7→ (x, 1) is homeomorphic to

M = Y ∪ conv({(−1, 1), (1, 1), (0, 2)})

This follows because the continuous maps gY = iY : Y → M , (x, y) 7→ (x, y) and
gX : X →M , (x, y) 7→ (x, y − 1) satisfy the condition gX ◦ iA = gY ◦ f . By Lemma 1.3.4,
this implies the existence of a unique continuous map g : X∪f Y →M with g◦π◦iX = gX
and g ◦ π ◦ iY = gY . To show that g is a homeomorphism, consider the map

h : M → X ∪f Y, z 7→

{
[z] z ∈M ∩ Y
[z + (0, 1)] z ∈M \ Y.

It is continuous, since [z] = [z + (0, 1)] in X ∪f Y for all z ∈ [(−1, 1), (1, 1)], and we have
h ◦ g = idX∪fY , g ◦ h = idM .

X

Y

A
f M

Attaching a space X to Y with attaching map f : A→ Y

2. If one chooses instead A = X and f : X → Y , (x, y) 7→ (x, 1), then π ◦ iY : Y → X ∪f Y
is a homeomorphism, but the corresponding map π◦iX : X → X∪fY is not an embedding.

3. For a wedge sum X ∨ Y , both the maps π ◦ iX : X → X ∨ Y , π ◦ iY : Y → X ∨ Y are
embeddings.

4. The wedge sum of X = {x ∈ R2 : ||x|| = 1} and Y = {x ∈ R2 : ||x − (3, 0)|| = 1} with
respect to the map f : {(1, 0)} → {(2, 0)} is homeomorphic to

M = {x ∈ R2 : ||x|| = 1} ∪ {x ∈ R2 : ||x− (2, 0)|| = 1}.
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f
M

The wedge sum of two circles

Example 1.3.6: To show that a Hausdorff space (Z,OZ) is obtained by attaching an n-cell
to a compact topological space (Y,OY ) with an attaching map f : Sn−1 → Y , it is sufficient
to find injective continuous functions g1 : Dn → Z, g2 : Y → Z with g1|Sn−1 = g2 ◦ f ,
Z ⊂ g1(Dn) ∪ g2(Y ) and g1(x) = g2(y) if and only if x ∈ Sn−1 and y = f(x).

As g1|Sn−1 = g2 ◦f , the universal property of the attaching guarantees the existence of a unique
continuous function g : Dn ∪f Y → Z with g([x]) = g1(x) and g([y]) = g2(y) for all x ∈ Dn and
y ∈ Y . As Z ⊂ g1(Dn) ∪ g2(Y ), g is surjective and as g1, g2 are injective with g1|Sn−1 = g2 ◦ f ,
the map g is bijective since g([x]) = g1(x) = g([y]) = g2(y) implies x ∈ Sn−1, y = f(x) and
hence [x] = [y]. As Z is hausdorff and Y compact, it then follows directly from Remark 1.1.10
that g : Dn ∪f Y → Z is a homeomorphism.

An important example of topological spaces that can be constructed by attaching or gluing
are topological manifolds. Every point p ∈ M has an open neighbourhood V ⊂ M which is
homeomorphic to an open subset U ⊂ Rn, and without restriction of generality, we can assume
that it contains the unit disc Dn ⊂ Rn. This yields an embedding h : Dn →M and allows one
to remove an n-disc from M and glue it to another manifold N along the resulting circle. The
resulting construction is called connected sum of topological manifolds.

M1 M2

M1#M2

h1 h2

h1
-1h2

Connected sum of two manifolds M1 and M2
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Definition 1.3.7: Let M1,M2 be connected n-dimensional topological manifolds and hi :
Dn → Mi embeddings. Then the connected sum M1#M2 of M1 and M2 is the gluing of

M1 \ h1(
◦
Dn) to M2 \ h2(

◦
Dn) with the homeomorphism h2 ◦ h−1

1 |Sn−1 : h1(Sn−1) → h2(Sn−1).
The connected sum T#g = T#T# . . .#T of g ∈ N tori T = S1 × S1 is called a surface of
genus g. For g = 0, one sets T#0 = S2.

g=0 g=1

g=2

g=3

Surfaces of genus g

Remark 1.3.8:

1. The connected sum M1#M2 is a connected topological manifold of dimension n and
depends on the choice of the embeddings hi : Dn →Mi only up to homeomorphisms.

2. One can show that every oriented compact connected topological manifold of dimension
2 is homeomorphic to a surface of genus g ∈ N0.

Many topological spaces can be built up from simpler ones by successively attaching n-cells of
different dimensions. A collection of n-cells for a given n ∈ N can be attached to a topological
space Y either one after another or simultaneously. One one hand, the commutativity of at-
taching construction (see Lemma 1.3.4) guarantees that the result depends on the order only
up to homeomorphisms and hence the resulting topological spaces are equivalent. A Hausdorff
space that can be realised in this way by successively attaching finitely many or infinitely many
n-cells to a discrete set is called a CW-complex.

Definition 1.3.9: Let (X,OX) be a Hausdorff space. A CW-decomposition or cell
decomposition of X is a sequence of subspaces X0 ⊂ . . . ⊂ X such that

(CW1) X0 is discrete and X =
⋃
n≥0X

n.

(CW2) For each n ∈ N, Xn is obtained from Xn−1 by attaching n-cells.

(CW3) A subset C ⊂ X is closed with respect to OX if and only if it is closed with respect
to OXn for all n ≥ 0: X is equipped with the weak topology.
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A Hausdorff space X with a CW-decomposition is called a CW-complex or cell complex.
The space Xn is called the n-skeleton of X and the sequence X0 ⊂ X1 ⊂ . . . ⊂ X the
skeleton filtration. If n = inf {m ∈ N0 : X = Xm} ∈ N0, then n is called the cellular
dimension of X. A CW-complex of cellular dimension one is called a graph. A CW-complex
X is called finite if X0 is finite and X is obtained by attaching finitely many cells, i. e. X0 is
finite, X is of cellular dimension n for an n ∈ N0 and Xk is obtained from Xk−1 by attaching
finitely many k-cells for all 1 ≤ k ≤ n.

Remark 1.3.10:

1. The axiom (CW3) states that X is equipped with the weak topology induced by the
topologies of the n-skeleta Xn. This is the letter W in CW-complex. This condition is
irrelevant for finite CW-complexes but necessary in the infinite case.

2. As Xn is obtained from Xn−1 by attaching n-cells, it is a quotient of a direct sum
(qj∈JnDn) qXn−1 and there is a canonical surjection πn : (qj∈JnDn) qXn−1 → Xn. By
definition, A ⊂ Xn is open (closed) if and only if π−1(A) ∩ Xn−1 and π−1(A) ∩ Dn are
open (closed) for all n-cells in qj∈JnDn. As by (CW3) a subset A ⊂ X is open (closed) if
and only if A∩Xn is open (closed) for all n ∈ N0 and X0 is discrete by (CW1), it follows
inductively that A ⊂ X is open (closed) if and only if its preimage ι−1

j (A) ⊂ Dk under

the characteristic map ιj : Dk → X is open (closed) for all j ∈ Jk, k ∈ N0.

3. If A ⊂ X is compact, then the sets ιj(
◦

Dk) ∩ A for j ∈ Jk, k ∈ N0 form an open covering

of A, which has a finite sub covering. This implies that A ∩ ιj(
◦

Dk) 6= ∅ for only finitely
many k ∈ N0 and j ∈ Jk. As ιj(∂D

k) is a compact subset of Xk−1, it follows that

ιj(∂D
k)∩ ιi(

◦
Dm) 6= 0 for only finitely many m-cells with m < k. Inductively, we obtain a

finite subcomplex of (X,∪n≥0X
n) which contains A. This is called the closure finiteness

condition and corresponds to the C in CW-complex.

In the following we will mainly work with finite CW-complexes, but it is important to also
consider infinite CW-complexes for completeness. It can be shown that every every topologi-
cal manifold is homotopy equivalent to a CW-complex and every topological space is weakly
homotopy equivalent to a CW-complex. This implies that for many purposes, it is sufficient
to consider CW-complexes instead of more general topological spaces. However, these results
require that one admits infinite CW-complexes.

Example 1.3.11:

1. R has the structure of a CW-complex with skeleton filtration X0 = Z, X1 = R. The
1-skeleton X1 is obtained from X0 by attaching qn∈ZD1 with the attaching maps fn :
{−1, 1} → Z, fn(−1) = n− 1, fn(1) = n for n ∈ Z.

......

-1 0 1 2

......

-1 0 1 2

f0 f1 f2 f3f-1

CW structure of R
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2. The closed disc D2 = {x ∈ R2 : ||x|| ≤ 1} has the structure of a CW-complex with
skeleton filtration

X0 = {(1, 0)}, X1 = S1, X2 = D2.

X1 is obtained from X0 by attaching a 1-cell with the attaching map f1 : S0 = {1,−1} →
X0, f1(1) = f1(−1) = (1, 0), and X2 is obtained from X1 by attaching a 2-cell with
f2 = idS1 : S1 → X1.

CW structure of the disc D2

To show that X1 ≈ D1 ∪f1 X
0, we recall Example 1.3.6 and consider the continuous

map F1 : D1 → X1, x 7→ (− cos(πx),− sin(πx)) and the inclusion i1 : X0 → X1. As
we have F1|S0 = i1 ◦ f1, the universal property of attaching yields a unique continuous
map F ′1 : D1 ∪f1 X

0 → X1 with F ′1([x]) = F1(x) for all x ∈ D1 and F ′1((1, 0)) = (1, 0).
As X1 ⊂ F1(D1) and F1(x) = f1(1, 0) implies x ∈ S1 and (1, 0) = f1(x), this map is
bijective. As X1 is hausdorff and X0 compact, this implies that F ′1 : D1 ∪f1 X

0 → X1 is
a homeomorphism.

Similarly, we show that X2 ≈ D2 ∪f X1, by considering the continuous map
F2 = idD2 : D2 → X2 together with the canonical inclusion i2 : X1 → X2. Again,
F2|S1 = i2 ◦ f2, X2 ⊂ F2(D2) and F2(x) = f2(y) implies x = y ∈ S1. As X2 is hausdorff
and X1 compact, this implies the existence of a homeomorphism F ′2 : D2 ∪f2 X

1 → X2.

3. For n ≥ 1, the n-sphere Sn has the structure of a CW-complex with skeleton filtration

X0 = X1 = . . . = Xn−1 = {(1, 0, ..., 0)}, Xn = Sn.

Xn is obtained by attaching an n-cell to Xn−1 with the attaching map f : Sn−1 → Xn−1,
x 7→ (0, ..., 0, 1). Again, one verifies easily with Example 1.3.6 that the inclusion map
i : (1, 0, ..., 0)→ (1, 0, ..., 0) and the map

F : Dn → X, (x1, ..., xn) 7→ (2x1

√
1− ||x||2, ..., 2xn

√
1− ||x||2, 2||x||2 − 1)

induce a homeomorphism F ′ : Dn ∪f Xn−1 → Sn.

CW structure of the sphere S2
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4. For n ≥ 1, the n-sphere Sn has the structure of a CW-complex with skeleton filtration

X0 = S0, X1 = S1, X2 = S2, . . . , Xn = Sn.

Xk is obtained from Xk−1 by attaching two k-cells with attaching maps fk = idSk−1 :
Sk−1 → Sk−1. Together with the inclusions i : Xk−1 → Xk, x 7→ x the maps

F±k : Dk → Dk ∪fk± S
k−1, x 7→ (x,±

√
1− ||x||2)

then induce a homeomorphism F k : Dk ∪〈F+
k ,F

−
k 〉
Xk−1 → Sk.

CW structure of the sphere S2

5. Real projective space RPn has the structure of a CW-complex with a skeleton filtration

X0 = {1}, X1 = RP1, X2 = RP2, . . . , Xn = RPn,

where Xk is obtained from Xk−1 by attaching a single k-cell with the attaching map
fk : Sk−1 → RPk−1, x 7→ [x]. This follows from the fact that RPk is homeomorphic to
a quotient Sk/ ∼ with the equivalence relation x ∼ ±x on Sk that identifies antipodal
points. By considering the inclusion ik−1 : RPk−1 → RPk, [(x1, ..., xk)] 7→ [(x1, ..., xk, 0)]
and the continuous map Fk : Dk → RPk, x 7→ [(x,

√
1− ||x||2)] one obtains a homeo-

morphism Dk ∪fk RPk−1 → RPk.

6. Complex projective space has the structure of a CW-complex with skeleton filtration

X0 = X1 = {1}, X2 = X3 = CP2, . . . , X2n−2 = X2n−2 = CPn−1, X2n = CPn,

where X2k = CPk is obtained from X2k−1 = CPk−1 by attaching a 2k-cell with the
attaching map fk : S2k−1 → CPk−1, (x1, x2, ..., x2k−1, x2k) 7→ [(x1 + ix2, ..., x2k−1 + ix2k)].
This follows from the fact that CPk is homeomorphic to the quotient S2k−1/ ∼, where
x ∼ y if there is a λ ∈ S1 ⊂ C with (x1 +ix2, ..., x2k−1 +ix2k) = λ(y1 +iy2, ...., y2k−1 +iy2k).
The proof is analogous to the last example.

1.4 Topological groups and homogeneous spaces

The product topology and quotient topology are essential in the description of algebraic objects
such as groups, vector spaces and algebras that also have the structure of topological spaces. In
this case, it is natural to require that all algebraic operations are compatible with the topology.
Since for instance the group multiplication is a map · : G × G → G, a sensible compatibility
condition requires the product topology on G × G. By considering quotients of a topological
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group G with respect to a subgroup H ⊂ G, one then obtains the so-called homogeneous
spaces. Many important examples such as Rn, the n-spheres Sn, complex projective space
CPn and affine spaces can be realised this way and are equipped with additional geometrical
structures induced by the underlying groups such as metrics. The description of geometry in
terms of symmetry groups was the central goal of Klein’s famous Erlangen programme, in which
homogeneous spaces played a central role.

Definition 1.4.1: A topological group is a topological space (G,OG) with a group structure
such that the multiplication map · : G×G→ G, (g, h)→ g ·h is continuous with respect to the
product topology on G×G and OG and the inversion map inv : G→ G, g 7→ g−1 is continuous
with respect to OG.

Example 1.4.2: Any matrix group G ⊂ Mat(n,C) is a topological group.

The set Mat(n,C) ≈≈ R2n2
is equipped with the standard topology of R2n2

and any matrix
group G ⊂ Mat(n,C) becomes a topological space when equipped with the subspace topology.
As the multiplication map · : Mat(n,C) ×Mat(n,C) → Mat(n,C) is linear, it is continuous
with respect to the product topology on Mat(n,C) × Mat(n,C) and the standard topology
on Mat(n,C). Similarly, the inversion map inv : {M ∈ Mat(n,C) : detM 6= 0} → {M ∈
Mat(n,C) : detM 6= 0}, M 7→ M−1 is continuous, since it is a rational function. By the
universal property of subspaces, the restrictions of these maps to G×G and G are continuous.

Example 1.4.3: Any group G becomes a topological group when equipped with the discrete
topology. This is due to the fact that associated product topology on G×G coincides with the
discrete topology on G×G. This implies that any map G×G→ X and G→ X in a topological
space X becomes continuous, in particular the multiplication · : G×G→ G and the inversion
inv : G→ G. A topological group (G,Odisc) is called a discrete group.

Definition 1.4.4: Let (G,OG) be a topological group and (X,OX) a topological space.

1. A (left) action of G on X is a continuous map � : G×X → X, (g, x) 7→ g � x with

(g · h) � x = g � (h� x), e� x = x ∀g, h ∈ G, x ∈ X.

A topological space X with a left action � : G×X → X of G is called a G-space.

2. A G-space is called a homogeneous space for G if the action of G on X is transitive,
i. e. for any x, x′ ∈ X there is a g ∈ G with x′ = g � x.

3. A left action of G on X defines an equivalence relation on X, namely x ∼ x′ if there exists
a g ∈ G with x′ = g� x. The associated equivalence classes G� x = {g� x : g ∈ G} are
called the G-orbits of x ∈ X, and the quotient space X/G = X/ ∼ with the quotient
topology is called the the orbit space.

4. If (X,�X), (Y,�Y ) are both G-spaces for a given topological group G, then a continuous
map f : X → Y is called G-equivariant or morphism of G-spaces if f(g �X x) =
g �Y f(x) for all g ∈ G, x ∈ X.
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Remark 1.4.5: Analogously, one defines a right action of a topological group (G,OG) on
a topological space (X,OX) as a continuous map � : X ×G→ X with

x� (g · h) = (x� g) � h, x� e = x ∀g, h ∈ G, x ∈ X.

If � : G × X → X is a left action of G on X, then � : X × G → X, (x, g) 7→ g−1 � x is a
right action of G on X. If � : X ×G→ X is a right action of G on X, then � : G×X → X,
(g, x) 7→ x� g−1 is a left action of G on X.

The universal property of the quotient space implies that for any topological space (Z,OZ),
continuous maps f∼ : X/G → Z are in bijection with continuous maps f : X → Z that are
constant on each orbit G � x. It follows that any G-equivariant continuous map g : X → Y
induces a continuous map g∼ : X/G → Y/G, since the associated map π ◦ g : X → Y/G,
x 7→ G�Y f(x) is constant on each G-orbit.

Example 1.4.6: Let (G,OG) be a topological group and H ⊂ G a subgroup, equipped with
the subspace topology. Then by definition � : G × H → G, (g, h) 7→ g · h is a continuous
right action of H on G. The associated orbit space is is the space of right cosets G/H with the
quotient topology. For every g ∈ G, the left translation lg : G→ G, u 7→ g ·u is continuous and
H-equivariant and hence induces a unique continuous map l′g : G/H → G/H, kH 7→ (gk)H. It
follows that the map � : G×G/H → G/H, (g, g′H) 7→ (gg′)H is a transitive left action of G on
G/H. Hence (G/H,�) is a homogeneous space for G. One can show that the homogeneous space
G/H is hausdorff if and only if H ⊂ G is a closed subgroup and that the group structure on G
induces a topological group structure on G/H if and only if H ⊂ G is normal, i. e. gHg−1 = H
for all g ∈ G.

One can show that any hausdorff homogeneous space (X,�) for a compact topological group
G is of the form G/H where H ⊂ G is a closed subgroup. They key idea is to choose a point
x ∈ X and to consider the elements of G that act trivially on this point.

Lemma 1.4.7: Let (G,OG) be a compact topological group and (X,OX) a Hausdorff space
that is a homogeneous space for G. Denote by Gx = {g ∈ G : g � x = x} the stabiliser
subgroup of a point x ∈ X. Then there is a G-equivariant homeomorphism φ : X → G/Gx.

Proof:
Choose a point x ∈ X and let Gx = {g ∈ G : g � x = x} be its stabiliser. Clearly, Gx ⊂ G is a
subgroup, since e�x = x and g�x = x, g′�x = x implies (gg′)�x = g� (g′�x) = g�x = x.
This shows that G/Gx with the quotient topology is a topological space.

The map ρx : G → X, g 7→ g � x is constant on the cosets gGx and continuous since
� : G × X → X is continuous. By the universal property of the quotient space, the map
φ : G/Gx → X, gGx 7→ g � x is continuous, and it follows directly from the definition that φ
is G-equivariant. Moreover, φ is surjective since G acts transitively on X, and φ is injective
since ρx(g) = ρx(g

′) implies (g−1g′) � x = g−1 � (g′ � x) = g−1 � (g � x) = x ⇒ g−1g′ ∈ Gx ⇒
gGx = g′Gx. As X is hausdorff and G/Gx is compact as a quotient of the compact topological
space G, it follows that φ : G/Gx → G is a homeomorphism (see Remark 1.1.10). 2
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Example 1.4.8: Sn−1 is homeomorphic to the homogeneous space O(n,R)/O(n−1,R), where

O(n,R) = {A ∈ GL(n,R) : AT = A−1}

is the real orthogonal group. For this, consider the group action

� : O(n,R)× Sn−1 → Sn−1, (A, x) 7→ A · x.

The stabiliser subgroup of the point e1 = (1, 0, ..., 0) ∈ Sn−1 is the matrix group

H =

{(
1 0
0 B

)
: B ∈ O(n− 1,R)

}
∼= O(n− 1,R).

The group O(n,R) is compact since it can be identified with the closed and bounded subset

O(n,R) = {A = (a1, ..., an) ∈ Rn × . . .× Rn : ||ai||Rn = 1, 〈ai, aj〉Rn = 0 for i 6= j} ⊂ Rn2

.

As Sn−1 is hausdorff, Lemma 1.4.7 implies that φ : O(n,R)/O(n− 1,R)→ Sn−1, [A] 7→ Ae1 is
a homeomorphism.

1.5 Exercises for Chapter 1

Exercise 1: Show that real projective space RPn and complex projective space CPn are
topological manifolds of dimension n and 2n, respectively.

Exercise 2:

(a) Show that the topological space obtained from R by collapsing the subspace (0, 1) ⊂ R is
not hausdorff.

(b) Show that the topological space obtained from R by collapsing the subspace [0, 1] ⊂ R is
homeomorphic to R.

Exercise 3: Show that the quotient R2/ ∼ with (x1, x2) ∼ (y1, y2) if x1 − y1, x2 − y2 ∈ Z is
homeomorphic to the torus T = S1 × S1.

Exercise 4: Consider the Möbius strip M = [0, 1] × [0, 1]/ ∼ with the equivalence relation
given by (x, 0) ∼ (1 − x, 1) for all x ∈ [0, 1]. Determine the boundary ∂M and an embedding
i : S1 → ∂M .

Exercise 5: Let X, Y be topological spaces.

(a) Consider the pullback X ×{p} Y with respect to the point space {p} and formulate its
universal property.

(b) Consider the pushout X+∅Y with respect to the empty space ∅ and formulate its universal
property.

(c) Show that the pullback X ×Y Y of topological spaces X, Y with idY : Y → Y and a
continuous map f : X → Y is homeomorphic to the graph of f .

(d) Show that for any continuous map f : X → Y continuous map g : W → graph(f)
correspond bijectively to pairs of continuous maps gX : W → X, gY : W → Y that satisfy
the condition f ◦ gX = gY .
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Exercise 6: Let X, Y be topological spaces, A ⊂ X a subspace and X ∪f Y the topological
space obtained by attaching X to Y with the attaching map f : A → Y . Prove that the map
ιX : X → X ∪f Y , x 7→ [x] is an embedding if and only if f is injective.

Exercise 7: Consider the n-discs Dn = {x ∈ Rn : ||x|| ≤ 1} and the n-spheres
Sn = {x ∈ Rn+1 : ||x|| = 1} for n ≥ 0.

(a) Show that the topological space obtained by collapsing ∂Dn = Sn−1 = {x ∈ Rn : ||x|| = 1}
in Dn is homeomorphic to Sn.

(b) Show that attaching an n-cell to an (n−1)-sphere with the attaching map id : Sn−1 → Sn−1

yields a topological space homeomorphic to Dn.
(c) Show that attaching an n-cell to the n-disc with the attaching map i : Sn−1 → Dn, x 7→ x

yields a topological space homeomorphic to Sn.

Exercise 8:

(a) Show that real projective space RPn is obtained by attaching an n-cell to RPn−1.
(b) Show that complex projective space CPn is obtained by attaching a 2n-cell to CPn−1.

Hint: RPn and CPn can be realised as quotients of, respectively, the n-sphere Sn and the
(2n+ 1)-sphere S2n+1.

Exercise 9: Show that the topological space Sn×Sm, n,m ∈ N, can be obtained by attaching
an (n+m)-cell to the wedge sum Sn ∨ Sm.

Exercise 10: Consider the torus T = [0, 1]× [0, 1]/ ∼ where ∼ is the equivalence relation on
[0, 1]× [0, 1] given by (x, 0) ∼ (x, 1), (0, y) ∼ (1, y) for all x, y ∈ [0, 1]. Show that the torus has
the structure of a CW-complex with one 0-cell, two 1-cells and one 2-cell.

Exercise 11: Consider the Klein bottle K = [0, 1] × [0, 1]/ ∼ where ∼ is the equivalence
relation on [0, 1]× [0, 1] given by (x, 0) ∼ (x, 1), (0, y) ∼ (1, 1−y) for all x, y ∈ [0, 1]. Show that
the Klein bottle has the structure of a CW-complex with one 0-cell, two 1-cells and one 2-cell.

Exercise 12: Let X, Y be topological spaces, A ⊂ X a subspace and f : A→ Y continuous.
Prove that the topological space obtained by first attaching X to Y with f : A→ Y and then
collapsing the subspace iX(X) ⊂ X ∪f Y is homeomorphic to the topological space obtained
by collapsing the subspace f(A) ⊂ Y in Y .

Exercise 13: Show that complex projective space CPn is homeomorphic to U(n+ 1)/U(1)×
U(n), where U(n) = {A ∈ Mat(n,C) : A† := AT = A−1} is the unitary group.

Exercise 14: Let Y,Xi with i = 1, 2 be topological spaces, Ai ⊂ Xi subspaces and fi : Ai → Y
continuous maps. Denote by Xi∪fi Y the topological space obtained by attaching Xi to Y with
attaching map f : Ai → Y , by iXi : Xi → Xi + Y and iY,i : Y → Xi + Y the inclusion maps for
the topological sums and by πi : Xi + Y → Xi ∪fi Y the canonical surjections for the quotient.
Show that

X1 ∪f̃1
(X2 ∪f Y ) ≈ X2 ∪f̃2

(X1 ∪f1 Y ) ≈ (X1 +X2) ∪〈f1,f2〉 Y

where f̃1 = π2 ◦ iY,2 ◦ f1 : X1 → X2 ∪f2 Y , f̃2 = π1 ◦ iY,1 ◦ f2 : X2 → X1 ∪f1 Y and 〈f1, f2〉 :
A1 + A2 → Y is the map defined by the universal property of the sum topology.
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Exercise 15: Let W,X, Y, Z be topological spaces, f : W → X, g : W → Y , g : X → Z and
k : Y → Z continuous functions. Then the diagram

Z Y
koo

X

h

OO

W
f

oo

g

OO

is called a pushout square if it commutes and for all continuous maps φX : X → U , φY : Y → U
with φX ◦ f = φY ◦ g there is a unique continuous map φ : Z → U such that the following
diagram commutes

U

Z
∃!φ

``

Y
koo

φY
oo

X

φX

OO

h

OO

W.
f

oo

g

OO

(11)

Suppose that the following diagram of continuous maps and topological spaces commutes

Z Ykoo Uloo

X

h

OO

W
f

oo

g

OO

V.m
oo

n

OO

(a) Suppose the subdiagram UVWY is a pushout square. Show that in that case UV XZ is a
pushout square if and only if YWXZ is a pushout square.

(b) Give an example in which UV XZ and YWXZ are pushout squares but UVWY is not.
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2 Algebraic background

2.1 Categories and functors

As algebraic topology aims to describe and ultimately classify topological spaces in terms
of algebraic structures, it is necessary to determine which mathematical structures can be
used to express such a characterisation. Since they must encompass both, topological and
algebraic structures and should be based on as few assumptions as possible, it is clear that
these mathematical structures need to be rather abstract.

It is also clear that they should involve an assignment of an algebraic structure such as a group,
an algebra or a module to each topological space but that such an assignment is not sufficient
in itself. As one does not want to distinguish topological spaces that are homeomorphic, one
needs to incorporate the notion of homeomorphisms or, more generally, continuous maps in the
picture. Continuous maps and homeomorphisms must correspond, respectively, to structure
preserving maps in the algebraic setting (group, algebra and module homomorphisms) and
structure preserving maps with a structure preserving inverse (group, algebra and module
isomorphisms).

This forces one to first develop a mathematical language which describes mathematical struc-
tures and structure preserving maps between them and is sufficiently general to be applied to
the topological as well as the algebraic context. The minimum requirements for this to make
sense are a notion of composition for structure preserving maps (the composite of two structure
preserving maps is structure preserving) that should be associative and a notion of identity
maps. By imposing only these requirements, one obtains the notion of a category.

Definition 2.1.1: A category C consists of:

• a class Ob C of objects,

• for each pair of objects X, Y ∈ Ob C a set HomC(X, Y ) of morphisms ,

• for any triple of objects X, Y, Z a composition map

◦ : HomC(Y, Z)× HomC(X, Y )→ HomC(X,Z),

such that the following axioms are satisfied:

(C1) The sets HomC(X, Y ) of morphisms are pairwise disjoint,

(C2) The composition is associative: f ◦ (g ◦ h) = (f ◦ g) ◦ h for all objects W,X, Y, Z and
morphisms h ∈ HomC(W,X), g ∈ HomC(X, Y ), f ∈ HomC(Y, Z),

(C3) For any object X there is a morphism 1X ∈ HomC(X,X) with 1X ◦ f = f and g ◦ 1X = g
for all f ∈ HomC(W,X), g ∈ HomC(X, Y ). The morphisms 1X are called identity
morphisms.

Instead of f ∈ HomC(X, Y ), we also write f : X → Y . The object X is called source of f , and
the object Y is called target of f . A morphism f : X → X is called an endomorphism.

A morphism f : X → Y is called an isomorphism, if there is a morphism g : Y → X with
g ◦ f = 1X and f ◦ g = 1Y . In this case, we write f : X

∼−→ Y and call the objects X and Y
isomorphic.
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Example 2.1.2:

1. The category Set: the objects of Set are sets, and the morphisms are maps f : X → Y .
The composition is the composition of maps and the identity morphisms are the identity
maps. Isomorphisms are bijective maps.

Note that the definition of a category requires that morphisms between two objects in a
category form a set, but not that the objects of the category do so. Requiring that the
objects of a category form a set would force one to consider sets of sets when defining
the category Set, which is known to lead to problems and contradictions. A category in
which not only the morphisms between given objects but also the objects form a set is
called a small category.

2. The category Set∗ of pointed sets: the objects are pairs (X, x) of a set X and a point
x ∈ X, and morphisms f : (X, x) → (Y, y) are maps f : X → Y with f(x) = y. The
composition of morphisms is the composition of maps, the identity morphisms are the
identity maps and isomorphisms f : (X, x)→ (Y, y) are bijections with f(x) = y.

3. The category Top of topological spaces. Objects are topological spaces, morphisms
f : X → Y are continuous maps. The isomorphisms in this category are homeomor-
phisms.

4. The category Top∗ of pointed topological spaces: Objects are pairs (X, x) of a
topological space X and a point x ∈ X, morphisms f : (X, x) → (Y, y) are continuous
maps f : X → Y with f(x) = y.

5. The category Top(2) of pairs of topological spaces: Objects are pairs (X,A) of
a topological space X and a subspace A ⊂ X, morphisms f : (X,A) → (Y,B) are
continuous maps f : X → Y with f(A) ⊂ B. Isomorphisms are homeomorphisms
f : X → Y with f(A) = B.

6. Many examples of categories we will encounter in the following are categories of algebraic
structures. This includes the following:

• the category VectF of vector spaces over a field F:
objects: vector spaces over F, morphisms: F-linear maps,

• the category VectfinF of finite dimensional vector spaces over a field F:
objects: vector spaces over F, morphisms: F-linear maps,

• the category Grp of groups:
objects: groups, morphisms: group homomorphisms,

• the category Ab of abelian groups:
objects: abelian groups, morphisms: group homomorphisms,

• the category Ring of rings:
objects: rings, morphisms: ring homomorphisms,

• the category URing of unital rings:
objects: unital rings, morphisms: unital ring homomorphisms,

• the category Field of fields:
objects: fields, morphisms: field monomorphisms,

• the category F-Alg of algebras over a field F:
objects: algebras over F, morphisms: algebra homomorphisms,
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• the categories R-Mod ( Mod-R) of left (right) modules over a ring R:
objects: R-left (right) modules, morphisms: R-left (right) module homomorphisms.

• the representation category RepF(G) of a group G over a field F:
objects: representations ρV : G → AutF(V ) of G on vector spaces V over F,
morphisms: linear maps f : V → W with ρW (g) ◦ f = f ◦ ρV (g) for all g ∈ G.

7. The category TopGrp of topological groups:
objects: topological groups, morphisms: continuous group homomorphisms,

8. The category G− Space of G-spaces for a topological group G:
objects: G-spaces (X,�X), morphisms f : (X,�X) → (Y,�Y ): continuous maps
f : X → Y with g �Y f(x) = f(g �X x) for all x ∈ X, g ∈ G.

9. The category CW of CW-complexes:
objects: CW-complexes X = ∪n≥0Xn,
morphisms: cellular maps f : X = ∪n≥0Xn → Y = ∪n≥0Yn , i. e. continuous maps
f : X → Y with f(Xn) ⊂ Y n for all n ∈ N.

Some important examples and basic constructions for categories that are used extensively are
given in the next examples. The second example is particulary useful for developing an intuition
on categorical notions and relating them to known concepts and constructions.

Example 2.1.3:

1. A small category C in which all morphisms are isomorphisms is called a groupoid.

2. A category with a single object X is a monoid, and a groupoid C with a single object
X is a group. Group elements are identified with endomorphisms f : X → X and the
composition of morphisms is the group multiplication. More generally, one can show that
for any object X in a groupoid C, the set EndC(X) = HomC(X,X) with the composition
◦ : EndC(X)× EndC(X)→ EndC(X) is a group.

3. For every category C, one has an opposite category Cop, which has the same objects as
C, whose morphisms are given by HomCop(X, Y ) = HomC(Y,X) and in which the order
of the composition is reversed.

4. The Cartesian product of two categories C,D is the category C × D whose ob-
jects are pairs (C,D) of objects C in C and D in D, with HomC×D((C,D), (C ′, D′)) =
HomC(C,C

′)×HomD(D,D′) and the composition of morphisms (h, k)◦(f, g) = (h◦f, k◦g)
for all f : C → C ′, h : C ′ → C ′′, g : D → D′, k : D′ → D′′.

5. Quotient categories: Let C be a category with an equivalence relation ∼X,Y on
HomC(X, Y ) for all objects X, Y . Suppose that the equivalence relations are compati-
ble with the composition of morphisms, i. e. f ∼X,Y g in HomC(X, Y ) and h ∼Y,Z k in
HomC(Y, Z) implies h ◦ f ∼X,Z k ◦ g in HomC(X,Z). Then one obtains a new category C ′,
called a quotient category of C, with the same objects as C and equivalence classes of
morphisms in C as morphisms.

The composition of morphisms in C ′ is given by [h] ◦ [f ] = [h ◦ f ], and the identity
morphisms by the equivalence classes [1X ] of the identity morphisms in C. Isomorphisms
in C ′ are equivalence classes of morphisms f ∈ HomC(X, Y ) for which there exists a
morphism g ∈ HomC(Y,X) with f ◦ g ∼Y,Y 1Y and g ◦ f ∼X,X 1X .
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The construction in the last example plays a fundamental role in classification problems, in
particular in the context of topological spaces. Classifying the objects of a category C usually
means classifying them up to isomorphism, obtaining a list of objects in C such that every object
in C is isomorphic to exactly one object in this list. While this is possible in some contexts -
for the category VectfinF of finite dimensional vector spaces over F, the list contains the vector
spaces Fn with n ∈ N0 - it is often too difficult to solve this problem in full generality. In
this case, it is sometimes simpler to consider instead the category C ′ and to attempt a partial
classification. If two objects are isomorphic in C, they are by definition isomorphic in C ′ since
for any objects X, Y in C and any isomorphism f : X → Y with inverse g : Y → X, one has
[g] ◦ [f ] = [g ◦ f ] = [1X ] and [f ] ◦ [g] = [f ◦ g] = [1Y ]. However, the converse does not hold in
general - the category C ′ yields a weaker classification result than C.

We will now consider mathematical concepts that allow one to relate different categories. From
the discussion above, it is clear that they must not only relate their objects but also their
morphisms, in a way that is compatible with their source and target objects, the identity
morphisms and the composition of morphisms. This leads to the notion of a functor.

Definition 2.1.4: Let C,D be categories. A functor F : C → D consists of:

• an assignment of an object F (X) in D to every object X in C,
• for any pair of objects X, Y in C, a map

HomC(X, Y )→ HomD(F (X), F (Y )), f 7→ F (f),

which is compatible with the composition of morphisms and with the identity morphisms

F (f ◦ g) = F (f) ◦ F (g) ∀f ∈ HomC(X, Y ), g ∈ HomC(W,X)

F (1X) = 1F (X) ∀X ∈ Ob C.

A functor F : C → C is sometimes called an endofunctor. If F : C → D, G : B → C
are functors, then their composite FG : B → D is the functor given by the assignment X 7→
FG(X) for all X ∈ ObB and the maps HomB(X, Y )→ HomD(FG(X), FG(Y )), f 7→ F (G(f)).

Example 2.1.5:

1. For any category C, identity functor idC : C → C, that assigns each object and morphism
in C to itself is an endofunctor of C.

2. The functor VectF → Ab, which assign to each vector space the underlying abelian
group and to each linear map the associated group homomorphism, and the functors
VectF → Set, Ring → Set, Grp → Set, Top→ Set etc which assign to each vector

space, ring, group, topological space the underlying set and to each morphism the un-
derlying map between sets are functors. A functor of this type is called forgetful functor.

3. The functor ∗ : VectF → VectopF , which assigns to a vector space V its dual V ∗ and to a
linear map f : V → W its adjoint f ∗ : W ∗ → V ∗, α 7→ α ◦ f .

4. Let G,H be topological groups and f : G → H a continuous group homomorphism.
Then one obtains a functor F : H−space → G−space, which assigns to every H-space
(X,�H,X) a G-space (X,�G,X) with G-action g �G,X x = f(g) �H,X x.

Morphisms φ : (X,�X
H) → (Y,�Y

H) in H- space are continuous maps φ : X → Y with
h �H,Y φ(x) = φ(h �H,X x) for all h ∈ H, x ∈ X. They are mapped to morphisms

33



φ : (X,�G,X)→ (Y,�G,Y ), since one has g�G,Y φ(x) = f(g)�H,Y φ(x) = φ(f(g)�H,Xx) =
φ(g �G,X x) for all g ∈ G, x ∈ X.

5. If C is a groupoid with a single object X, i. e. a group G = (EndC(X), ◦), then a functor
F : C → Set is a group action of G on the set F (X) and a functor F : C → VectF a
representation of the group G on the vector space F (X).

6. The Hom-functors:
For any category C and object X in C, one obtains a functor Hom(X,−) : C → Set,
which assigns to an object Y in C the set HomC(X, Y ) and to a morphism f : Y → Z in
C the map Hom(X, f) : HomC(X, Y )→ HomC(X,Z), g 7→ f ◦ g.

Similarly, one obtains a functor Hom(−, X) : Cop → Set, which assigns to an object W
in Cop the set HomC(W,X) and to a morphism f : V → W in C the map Hom(f,X) :
HomC(W,X)→ HomC(V,X), g 7→ g ◦ f .

It will become apparent in the following that it is not sufficient to consider functors between dif-
ferent categories but one also needs to to introduce a structure that relates different functors. As
a functor F : C → D involves maps between different sets, namely the Hom-spaces HomC(X, Y )
and HomD(F (x), F (Y )), this concept must relate the Hom spaces HomD(F (X), F (Y )) and
HomD(G(X), G(Y )). The simplest way to do this is to assign to each object X in C a mor-
phism ηX : F (X)→ G(X) in D. By requiring that this assignment of morphisms is compatible
with the images of morphisms f : X → Y in C under F and G, one obtains the notion of a
natural transformation.

Definition 2.1.6: A natural transformation η : F → G between functors F,G : C → D is
an assignment of a morphism ηX : F (X) → G(X) in D to every object X in C such that the
following diagram commutes:

F (X)

F (f)

��

ηX // G(X)

G(f)

��
F (Y )

ηY // G(Y ).

If for all objects X in C the morphisms ηX : F (X)→ G(X) are isomorphisms, then η : F → G
is called a natural isomorphism and denoted η : F

∼−→ G. Two functors that are related by
a natural isomorphism are called naturally isomorphic.

Example 2.1.7:

1. Consider the category C = Vect(F) with functors id : Vect(K) → Vect(K) and
∗∗ : Vect(K)→ Vect(K). Then there is a canonical natural transformation can : id→ ∗∗,
which assigns to a vector space ηV : V → (V ∗)∗ the vector space (V ∗)∗.

2. If G is a group and g ∈ G fixed, then G → G, h 7→ g · h · g−1 is a group isomorphism,
which gives rise to an endofunctor Fg : RepF(G)→ RepF(G).

This functor assigns to a representation ρV : G → AutF(V ) the representation Fg(ρV ) =
ρV (g) ◦ ρV ◦ ρV (g)−1 : h 7→ ρV (g · h · g−1) and to a morphism of representations f :
V → W with ρW ◦ f = f ◦ ρV the linear map f : V → W , which is also a morphism of
representations between Fg(ρV ) and Fg(ρW ), since Fg(ρW )◦f = ρV (g)◦ρV ◦ρV (g)−1 ◦f =
f ◦ ρW (g) ◦ ρW ◦ ρW (g)−1 = f ◦ Fg(ρV ).
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If one assigns to each representation ρV : G→ AutF(V ) the morphism of representations
ηρV = ρV (g) : V → V , then one obtains a natural transformation η : Fg → id, since for all
morphisms of representations f : V → W the following diagram commutes by definition:

ρV

f

��

ηρV // Fg(ρV )

f=Fg(f)

��
ρW

ηρW// Fg(ρW ).

3. Consider the category CRing of commutative unital rings and ring homomorphisms and
the category Grp of group homomorphisms.

Let F : CRing → Grp the functor that assigns to a ring R the group GLn(R) of
invertible matrices with entries in R and to a ring homomorphism f : R → S the group
homomorphism GLn(f) : GLn(R)→ GLn(S), (rij)i,j=1,...,n 7→ (f(rij))i,j=1,..,n.

Let G : CRing → Grp be the functor which assigns to every ring R the group G(R) =
R× = {r ∈ R : ∃s ∈ R r · r′ = r′ · r = 1} of its units and to every ring homomorphism
f : R → S the induced group homomorphism G(f) = f |R× : R× → S×. (Note that the
image of a unit under a ring homomorphism is a unit, since r · r′ = r′ · r = 1 implies
f(r) · f(r′) = f(r′) · f(r) = f(r · r′) = f(r′ · r) = f(1) = 1.)

Then η : F → G with ηR = det : GLn(R)→ R× is natural transformation, since for every
ring homomorphism f : R→ S the following diagram commutes

GLn(R)

GLn(f)

��

det // R×

f |R×
��

GLn(S) det // S×.

Remark 2.1.8: If C is a small category and D a category, then the functors C → D and
natural transformations between them form a category, which is called the functor category
and denoted Fun(C,D).

The notions of natural transformations and natural isomorphisms are particularly important
as they allow one to generalise the notion of an inverse map and of a bijection to functors.
While it is possible to define an inverse of a functor F : C → D as a functor G : D → C
with GF = idC and FG = idD and an isomorphism as a functor with an inverse, it turns
out that this is not useful in practice because it is too strict. There are very few non-trivial
examples of functors with an inverse. A more useful generalisation is obtained by weakening this
requirement. Instead of requiring FG = idD and GF = idC, one requires naturally isomorphic
to the identity functors. This leads to the concept of an equivalence of categories.

Definition 2.1.9: A functor F : C → D is called an equivalence of categories if there is
a functor G : D → C and natural isomorphisms κ : GF

∼−→ idC η : FG
∼−→ idD. In this case, the

categories C and D are called equivalent.
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Sometimes it is easier to use a more direct characterisation of an equivalences of categories in
terms of its behaviour on objects and morphisms. The proof of the following lemma makes use
of the axiom of choice and an be found for instance in [K], Chapter XI, Prop XI.1.5.

Lemma 2.1.10: A functor F : C → D is an equivalence of categories if and only if it is:

1. essentially surjective:
for every object A in D there is an object X of C such that A is isomorphic to F (X).

2. fully faithful:
for all objects X, Y in C the map HomC(X, Y ) → HomD(F (X), F (Y )), f 7→ F (f) is a
bijection.

We will now see that many constructions and concepts from topological or algebraic settings can
be generalised straightforwardly to categories. This is true whenever it is possible to characterise
them in terms of universal properties involving morphisms. In particular, the notion of an object
similar to the empty topological space or the one-point space can be formulated in any category.
We will also see that there are generalisations of the notions of topological sums and products,
namely categorical products and coproducts.

Definition 2.1.11: An object X in a category C is called:

1. final or terminal if for every object W in C there is exactly one morphism fW : W → X,

2. cofinal or initial if for eery object Y in C there is exactly one morphism kY : X → Y ,

3. null object, if it is final and initial; null objects are denoted 0.

Final, initial and null objects are unique up to isomorphisms. This follows directly from their
characterisation by a universal property. If A and B are both initial objects in a category C,
then there is a unique morphism f : A→ B and a unique morphism g : B → A. The uniqueness
property then implies that the composites g ◦ f : A → A and f ◦ g : B → B must agree with
the identity morphisms 1A : A→ A and 1B : B → B and hence f : A→ B is an isomorphism
with inverse g : B → A.

Example 2.1.12:

1. The empty set is an initial object in Set and the empty topological space an initial
object in Top. Any one point set is a final object in Set and any one point topological
space an initial object in Top. The categories Set and Top do not have null objects.

2. The null vector space {0} is a null object in the category VectF. More generally, for any
ring R, the trivial R-module {0} is a null object in R-Mod ( Mod-R).

3. The trivial group G = {e} is a null object in Grp and in Ab.

4. The ring Z is a initial object in the category URing of unital rings since for every unital
ring R, there is exactly one ring homomorphism f : Z→ R, namely

f(n) =



1 + . . .+ 1︸ ︷︷ ︸
n×

n ∈ N

0 n = 0

− (1 + . . .+ 1)︸ ︷︷ ︸
(−n)×

−n ∈ N,
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where 0 and 1 denote the additive and multiplicative unit of R and − the additive
inverse. The zero ring R = {0} with 0 = 1 is a final object in the category of unital rings,
but not an initial one.

5. The category Field does not have initial or final objects.

In analogy to the definition of initial, final and zero objects, we will now generalise topological
sums and products to general categories C. This can be done straightfowardly by using the
corresponding universal properties.

Definition 2.1.13: Let C be a category and (Xj)j∈J a family of objects in C.
1. A coproduct is an object qj∈JXj in C together with a family of morphisms ij : Xj →
qj∈JXj, such that for every family of morphisms fj : Xj → Y there is a unique morphism
f : qj∈JXj → Y such that the diagram

Y qj∈JXj
∃!foo

Xj

ij

OO

fj

cc (12)

commutes for all j ∈ J . This is called the universal property of the coproduct.

2. A product is an object Πj∈JXj in C together with a family of morphisms πj : Πj∈JXj →
Xj, such that for all families of morphisms fj : W → Xj there is a unique morphism
f : W → Πj∈JXj such that the diagram

W

fj ##

∃!f // Πj∈JXj

πj

��
Xj

(13)

commutes for all j ∈ J . This is called the universal property of the product.

Remark 2.1.14: Products or coproducts do not necessarily exist for a given family of objects
(Xj)j∈J in a category C, but if they exist, they are unique up to isomorphisms. This follows
directly from the universal property:

If (Πj∈JXj, (πj)j∈J) and (Π′j∈JXj, (π
′
j)j∈J) are two products for a family of objects (Xj)j∈J in

C, then for the family of morphisms fk = π′k : Π′j∈JXj → Xk there is a unique morphism
f : Π′j∈JXj → Πk∈KXj such that πk ◦ f = π′k for all k ∈ J . Similarly, for the family of
morphisms f ′k = πk : Πj∈JXj → Xk there is a unique morphism f ′ : Πj∈JXj → Π′j∈JXj with
π′k ◦ f ′ = πk for all k ∈ J . It then follows that f ◦ f ′ : Πj∈JXj → Πj∈JXj is a morphism with
πk◦f ◦f ′ = fk◦f ′ = π′k◦f ′ = πk for all k ∈ J . Since the identity morphism is another morphism
with this property, the uniqueness implies that f ◦ f ′ = 1Πj∈JXj . By an analogous argument,
one obtains f ′ ◦ f = 1Π′j∈JXj

and hence the objects Π′j∈JXj and Πj∈JXj are isomorphic. The
reasoning for the coproduct is similar.
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Example 2.1.15:

1. The disjoint union of sets is a coproduct in Set and the cartesian product of sets a product
in Set. The topological sum is a coproduct in Top and the product of topological spaces a
product in Top. In Set and Top, products and coproducts exist for all families of objects.

2. The direct sum of vector spaces is a coproduct and the direct product of vector spaces
a product in VectF. More generally, direct sums and products of R-left (right) modules
over a unital ring R are coproducts and products in R-Mod ( Mod-R). Again, products
and coproducts exist for all families of objects in R-Mod ( Mod-R).

3. The wedge sum is a coproduct in the category Top∗ of pointed topological spaces.

4. The direct product of groups is a product in Grp. Given a family (Gj)j∈J of groups Gj,
one defines their direct product as the set

×j∈JGj = {(gj)j∈J gj ∈ Gj}

with group multiplication law (gj)j∈J ·(hj)j∈J = (gj ·hj)j∈J . It is easy to check that ×j∈JGj

is a group and that the projection maps πk : (gj)j∈J → gk are group homomorphisms.
Moreover, for any family (fj)j∈J of group homomorphisms fj : H → Gj, there is a unique
group homomorphism f : H → ×j∈JGj with πk◦f(h) = fk(h), namely f : h 7→ (fj(h))j∈J .

We will now show that the category Grp is also equipped with coproducts. The coproduct
in the category Grp is called the free product of groups and plays an important role in the
characterisation of groups in terms of generators and relations. A concrete formulation of the
direct product of two groups is obtained by considering the set of alternating tuples of non-
trivial group elements and to define a product in terms of their concatenation and the group
product in the individual groups.

Definition 2.1.16: Let (Gi)i∈I be a collection of groups with Gi ∩Gj = ∅ for i, j ∈ I, i 6= j1.
Then the free product of the groups Gi, i ∈ I, is the set of reduced free words in

?i∈IGi = {(h1, ..., hn) : n ∈ N0, hi ∈ Gk(i) \ {e}, k(i) 6= k(i+ 1) ∀i ∈ {1, ..., n− 1}}

with the multiplication map · : ?i∈IGi × ?i∈IGi → ?i∈IGi defined inductively by

(h1, ..., hn) · (h′1, ..., h′m) =


(h1, ..., hn, h

′
1, ...h

′
m) hn ∈ Gi, h

′
1 /∈ Gi

(h1, ..., hn · h′1, h′2, ..., h′m) hn, h
′
1 ∈ Gi, h

′
1 6= h−1

n

(h1, ..., hn−1) · (h′2, ..., h′m) h′1 = h−1
n ∈ Gi.

(14)

The properties of the free product of groups resemble the properties of topological sums in
the category Top. It is is a group which is defined in precisely such a way that the inclusion
maps ij : Gj → ?i∈IGi become group homomorphisms and exhibits a universal property, which
involves group homomorphisms from the groups Gi to another group H. In other words: the
following lemma shows that the free product of groups is a coproduct in the category Grp.

1This is assumed for formal reasons and does not restrict generality. If this condition is not satisfied, one can
replace the groups Gi by isomorphic groups which satisfy the condition.
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Lemma 2.1.17: Let (Gi)i∈I be groups with Gi ∩ Gj = ∅ for i 6= j and denote by
ij : Gj → ?i∈IGi, g 7→ (g) the canonical inclusions. Then:

1. ?i∈IGi is a group with neutral element () and inverse (h1, ..., hn) = (h−1
n , ..., h−1

1 ).

2. The inclusion maps ij : Gj → ?i∈IGi are injective group homomorphisms.

3. Universal property For any family (fi)i∈I of group homomorphisms fi : Gi → H there
is a unique group homomorphism ?i∈Ifi : ?i∈IGi → H such that the following diagram
commutes for all j ∈ I

H ?i∈IGi
∃!?i∈Ifioo

Gj.

ij

OO

fj

cc . (15)

Proof:
That the group multiplication · : ?i∈IGi×?i∈IGi → ?i∈IGi is associative with neutral element ()
and inverse (h1, ..., hn)−1 = (h−1

n , ..., h−1
1 ) is verified by a direct computation, and the inclusion

maps ij : Gj → ?i∈IGi are group homomorphisms by definition. The group homomorphism
?i∈Ifi : ?i∈IGi → H is given by

?i∈I fi(()) = e, ?i∈Ifi((h)) = ?i∈Ifi(ij(h)) = fj(h) forh ∈ Gj

?i∈I fi(h1, ..., hn) = (?i∈Ifi(h1)) · (?i∈Ifi(h2)) · · · (?i∈Ifi((hn))).

If φ : ?i∈IGi → H is another group homomorphism with the universal property, we have
φ ◦ ij(h) = φ((h)) = fj(h) for h ∈ Gj and since φ is a group homomorphism φ(()) = e and
φ((h1, ..., hn)) = φ(h1) · φ(h2) · · ·φ(hn), which implies φ = ?i∈Ifi : ?i∈IGi → H. 2

It is also simple to verify the following properties, which are simple generalisations of properties
of topological sums and follow directly from the definitions.

Lemma 2.1.18: The free product of groups has the following properties:

1. Associativity: for all groups G1, G2, G3 the groups G1 ? (G2 ? G3) and (G1 ? G2) ? G3

are isomorphic.

2. Generators: the subgroups ιi(Gi) ∼= Gi ⊂ G1 ? G2 generate G1 ? G2.

3. Trivial products: If G1 = {e} (G2 = {e}), then G1 ? G2
∼= G2 (G1 ? G2

∼= G1).

Similarly to the notions of topological sums and products, the notions of topological pullbacks
and pushouts can also be generalised straightforwardly to categories. For this, one uses their
universal property to define them and replaces topological spaces and continuous maps, respec-
tively, by objects and morphisms in the category under consideration.

Definition 2.1.19: Let C be a category and X1, X2, W , Y objects in C.
1. A pullback or fibre product of two morphisms fi : Xi → Y is an object P in C

together with morphisms πi : P → Xi such that the inner rectangle in the following
diagram commutes and for any pairs of morphisms gi : W → Xi that make the outer
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quadrilateral commute there is a unique morphism g : W → P that makes the two
triangles commute

W

g1

""

g2

��∃!g !!
P

π1

��

π2

// X2

f2

��
X1 f1

// Y.

(16)

This is called the universal property of the pullback.

2. A pushout of two morphisms gi : W → Xi is an object P together with morphisms
ιi : Xi → P such that the inner rectangle in the following diagram commutes and for all
pairs of morphisms fi : Xi → Y for which outer quadrilateral commutes there is a unique
morphism f : P → Y such that two triangles commute

Y

P
∃!f

``

X2
ι2oo

f2
oo

X1

f1

PP

ι1

OO

W.g1

oo

g2

OO

(17)

This is called the universal property of the pushout.

Just as in the case of categorical (co)products, pullbacks and pushouts do not necessarily
exist for all pairs of morphisms in a given category. However, if they do exist, their universal
property characterises them uniquely up to isomorphism. The proof is analogous to the one for
the uniqueness of products and coproducts.

Example 2.1.20:

1. In the category Set, the pullback of two maps fi : Xi → Y is the set
P = {(x1, x2) ∈ X1 × X2 : f1(x1) = f2(x2)} with the projection maps πi : P → Xi,
(x1, x2) 7→ xi. The pushout of two maps gi : W → Xi is the set P = X1 qX2/ ∼, where
∼ is given by i1 ◦ g1(x1) ∼ i2 ◦ g2(x2) for all x1 ∈ X1, x2 ∈ X2, together with the maps
π ◦ ij : Xj → P , xj 7→ [ij(xi)].

2. Pullbacks and pushouts in topological space are pullbacks and pushouts in Top. Note
that the corresponding pullbacks and pushouts in Set are obtained by replacing topo-
logical spaces with the underlying sets and omitting the word continuous in all definitions.

3. Attaching is a pushout in Top.

As the direct product of groups G1 × G2 is a product in the category Grp, one expects to
obtain pullbacks in Grp from pairs of group homomorphisms fi : Gi → H. Similarly, the fact
that the free product of groups is a coproduct in Grp leads one to expect that pushouts in
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Grp can be obtained by taking quotients with respect to suitable subgroups of G1 ? G2. Note,
however, that the set of cosets gN for a subgroup N ⊂ G does in general not have the structure
of a group unless we require the subgroup N to be normal: g · N · g−1 ⊂ N for all g ∈ G. In
this case, G/N becomes a group with multiplication (gN) · (hN) = (gh)N for all g, h ∈ G, and
the canonical surjection π : G→ G/N , g 7→ gN is a group homomorphism. Moreover, for any
subset A ⊂ G, we can consider the normal subgroup generated by A

〈A〉N =
⋂

N⊂G normal
A⊂N

N,

with the group multiplication induced by the multiplication of G. This yields a suitable notion
of pushout in the category Grp.

Proposition 2.1.21: Let F,G1, G2, H be groups and fi : F → Gi, hi : Gi → H group
homomorphisms.

1. Then the set G1 ×H G2 = {(g1, g2) ∈ G2 × G2 : h1(g1) = h2(g2)} is a subgroup of
G1 × G2. Together with the projection maps πi : G1 ×H G2 → Gi, (g1, g2) 7→ gi this
becomes a pullback in Grp.

2. Consider the free product G1 ?G2 with inclusion maps ij : Gj → G1 ?G2 and the normal
subgroup N = 〈(i1 ◦ f1(x)) · (i2 ◦ f2(x−1)) : x ∈ F 〉 ⊂ G1 ?G2. Then G1 ?G2/N is a group,
and together with the inclusion maps ιj = π ◦ ij : Gj → (G1 ? G2)/N , g 7→ ij(g)N , a
pushout in Grp.

Proof:
1. It is clear that G1 ×H G2 is a subgroup of G1 × G2 since h1(e1) = eH = h2(e2) and for all
gi, g

′
i ∈ Gi, with h1(g1) = h2(g2) and h1(g′1) = h2(g′2), one has h1(g1 · g′1) = h1(g1) · h1(g′1) =

h2(g2) · h2(g′2) = h2(g2 · g′2), which shows that G1×H G2 is closed under the multiplication. The
diagram

G1 ×H G2

h1

��

π2 // G2

h2

��
G1 h1

// H

commutes by definition. It remains to verify the universal property. For this, consider a pair of
group homomorphisms fi : F → Gi with h1 ◦f1 = h2 ◦f2 and note that a group homomorphism
f : F → G1×G2 with πj ◦ f = fj is determined uniquely by the requirement πj ◦ f = fj, since
this implies f(k) = (f1(k), f2(k)) for all k ∈ F . To show existence, it is sufficient to show that
f takes values in G1 ×H G2, which follows from the condition h1 ◦ f1 = h2 ◦ f2.

2. The set G1 ? G2/N is a group since N ⊂ G1 ? G2 is normal. The diagram

G1 ? G2/N G2
ι2oo

G1

ι1

OO

F
f1

oo

f2

OO

commutes by definition since i1 ◦ f1(x) · i2 ◦ f2(x)−1 ∈ N for all x ∈ F . This implies

ι1 ◦ f1(x) = π ◦ i1 ◦ f1(x) = i1 ◦ f1(x)N = i2 ◦ f2(x)N = π ◦ i1 ◦ f2(x) = ι2 ◦ f2(x).
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To verify the universal property, consider two group homomorphisms φj : Gj → H with φ1◦f1 =
φ2 ◦ f2. Then the group homomorphism φ1 ? φ2 : G1 ? G2 → H satisfies

(φ1 ? φ2)(i1 ◦ f1(x) · i2 ◦ f2(x−1)) = (φ1 ◦ f1(x)) · (φ2 ◦ f2(x−1)) = (φ1 ◦ f1(x)) · (φ1 ◦ f1(x))−1 = e

for all x ∈ F . This implies N ⊂ ker(φ1 ? φ2) and hence φ1 ? φ2 : G1 ? G2 → H
induces a group homomorphism φ : G1 ? G2/N → H, gN 7→ (φ1 ? φ2)(g) with
φ ◦ ιk(g) = φ ◦ π ◦ ik(g) = (φ1 ? φ2)(g) = φk(g) for all g ∈ G. On the other hand, the
requirement φ ◦ ιj = φ ◦ π ◦ ij = φj determines the group homomorphism φ : G1 ? G2/N → H
uniquely since π : G1 ? G2 → G1 ? G2/N is surjective and the subset i1(G1) ∪ i2(G2) ⊂ G1 ? G2

generates G1 ? G2. 2

The pushouts in Grp are important since they allow one to characterise groups in terms of
generators and relations, which is often convenient. Note however, that such a characterisation
is highly non-unique and it is in general difficult to decide if two groups that are given in terms
of generators and relations are isomorphic.

Definition 2.1.22:

1. For any set A, the free product 〈A〉 = ?a∈AZ is called the free group generated by A.

2. The n-fold free product Fn = 〈{1, .., n}〉 = Z ? . . . ? Z is called the free group with n
generators.

3. If a group G is given as a quotient 〈A〉/N with a normal subgroup N ⊂ 〈A〉 and B ⊂ 〈A〉
generates N , one writes G = 〈A|b = 1 ∀b ∈ B〉 and speaks of a presentation of G. If
A = {a1, ..., an} ∼= {1, ..., n} and B = {r1, ..., rk} are finite, the group G is called finitely
presented, and one writes G = 〈a1, ..., an| r1 = 1, ..., rk = 1〉.

Example 2.1.23:

1. The group Z/nZ has a presentation Z/nZ ∼= 〈a| an〉.
2. The group Z× Z has a presentation Z× Z = 〈a, b : [a, b]〉, where [a, b] = a · b · a−1 · b−1 is

the group commutator.

2.2 Modules

In this section we summarise some basic facts and definitions about modules over (unital) rings.
Roughly speaking, a module is a useful concept in algebraic topology because it unifies various
algebraic structures such as abelian groups, commutative rings and vector spaces over fields,
which are all used to define different versions of homology. By working with modules, we can
relate these different notions of homologies and treat them in a common framework. At the
same time, it becomes apparent which aspects on the resulting homology theories are universal
and which depend on the choice of the underlying ring.

Definition 2.2.1: Let R be a unital ring.
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1. A (left) module over R or R-(left) module is an abelian group (M,+) together with a
map � : R×M →M , (r,m) 7→ r�m, the structure map, such that for all m,m′ ∈M
and r, r′ ∈ R

r � (m+m′) = r �m+ r �m′ (r + r′) �m = r �m+ r′ �m

(r · r′) �m = r � (r′ �m) 1 �m = m.

2. A morphism of R-modules or R-linear map between R-modules (M,+,�M) and
(N,+,�N) is a group homomorphism φ : M → N with

φ(r �M m) = r �N φ(m) ∀m ∈M, r ∈ R.

A bijective R-module morphism f : M → N is called a R-module isomorphism, and one
writes M ∼= N . The set of R-module morphisms φ : M → N is denoted HomR(M,N).

Remark 2.2.2:

1. Analogously, one defines a right module over R as an abelian group (M,+) together
with a map � : M ×R→M , (m, r) 7→ m� r, such that for all m,m′ ∈M and r, r′ ∈ R:

(m+m′) � r = m� r +m′ � r m� (r + r′) = m� r +m� r′

m� (r · r′) = (m� r) � r′ m� 1 = m.

An R-left (right) module is the same as an Rop- right (left) module, where Rop is the ring
with the opposite multiplication. This implies in particular that left and right modules
over a commutative ring coincide.

2. The set HomR(M,N) of R-module morphisms f : M → N has a canonical R-module
structure given by

(f+g)(m) = f(m)+g(m), (r�f)(m) = r�f(m) ∀m ∈M, f, g ∈ HomR(M,N), r ∈ R.

3. For any unital ring R, the left (right) modules over R and left (right) module homo-
morphisms form a category R-Mod (Mod-R). Isomorphisms in R-Mod (Mod-R) are left
(right) module isomorphisms. The trivial module {0} is a zero object in R-Mod (Mod-R).

4. IfR, S are unital rings and φ : R→ S is a unital ring homomorphism, then every S-module
M becomes an R-module with structure map �R : R×M →M , r �m = φ(r) �S m.

In algebraic topology, we mainly consider modules over commutative rings and module mor-
phisms between them. Some examples that are particularly relevant are the following:

Example 2.2.3:

1. A module over Z is the same as an abelian group. This follows because any abelian
group M has a unique Z-module structure determined by 0 � m = 0 and 1 � m = m
for all m ∈ M . A morphism of Z-modules is a group homomorphism between abelian
groups. As Z is an initial object in URing, for every unital ring R, there is a unique
ring homomorphism Z → R given by 1 7→ 1R. The induced Z-module structure on an
R-module (M,+,�) is its abelian group structure.
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2. A module over a field F is a vector space over F, and a morphism of F-modules an
F-linear map.

3. Every ring is a left (right) module over itself with the left (right) multiplication as a
structure map.

We will now study in more depth the category of modules over unital ring R. An essential
fact that makes modules useful for algebraic topology is that the four basic constructions in
the category Top of topological spaces - subspaces, quotients, sums and products - all have
counterparts in the category of modules over a ring R, namely submodules, quotients, direct
sums and products of modules. We recall their main definitions and properties.

Definition 2.2.4: Let R be a unital ring and M a module over R. A submodule of M is a
subgroup N ⊂M that is closed under the operation of R: r � n ∈ N for all r ∈ R and n ∈ N .

Example 2.2.5:

1. For any R-module M , the trivial module {0} ⊂ M and M ⊂ M are submodules. All
other submodules are called proper submodules.

2. For any module morphism φ : M → N , Ker (φ) ⊂M and Im (φ) ⊂ N are submodules.

3. If M is an abelian group, i. e. a Z-module, then a submodule of M is a subgroup.

4. Submodules of modules over a field F are linear subspaces.

5. Submodules of a ring R as a left (right) module over itself are its left (right) ideals.

Definition 2.2.6: Let M be a module over a unital ring R, N ⊂M a submodule and π : M →
M/N , m 7→ m+N the canonical surjection. Then � : R×M/N →M/N , r�(mN) 7→ (r�m)N
defines an R-module structure on the factor group M/N , the quotient module structure.

Remark 2.2.7:

1. The quotient module structure on M/N is the unique R-module structure on the abelian
group M/N that makes the canonical surjection π : M →M/N an R-module morphism.

2. If φ : M → M ′ is a module morphism with N ⊂ Ker (φ), then there is a unique module
morphism φ̃ : M/N →M ′ such that the diagram

M

π
��

φ //M ′

M/N
∃!φ̃

<<

commutes. This is called the universal property of the quotient module.

3. If φ : M → N is a morphism of R-modules, then M/ Ker (φ)
∼−→ Im (φ),

m+ ker(φ) 7→ φ(m). is a canonical isomorphism of R-modules.

4. If M is a module over R with submodules U ⊂ V ⊂ M then V/U is a submodule of
M/U , and there is a canonical isomorphism (M/U)/(V/U)

∼−→M/V .
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Definition 2.2.8: Let R be a unital ring and (Mi)i∈I a family of modules over R. Then the
direct sum ⊕i∈IMi and the direct product Πi∈IMi are the sets

⊕i∈I Mi = {(mi)i∈I : mi ∈Mi,mi = 0 for almost all i ∈ I}
Πi∈IMi = {(mi)i∈I : mi ∈Mi}

with the R-module structures given by

(mi)i∈I + (m′i)i∈I := (mi +m′i)i∈I r � (mi)i∈I := (r �mi)i∈I .

Lemma 2.2.9: The direct product and the direct sum of modules are products and
coproducts in the category R-Mod. More precisely:

1. Universal property of direct sums: the direct sum module structure is the unique
R-module structure on ⊕i∈IMi for which all inclusion maps ιi : Mi → M , m 7→
(0, ..., 0,m, 0, ...) are module morphisms. For a family (φ)i∈I of module morphisms
φi : Mi → N there is a unique module morphism φ : ⊕i∈IMi → N such that for all
i ∈ I the following diagram commutes.

Mi
φi //

ιi
��

N

⊕j∈IMj.
∃!φ

;;

2. Universal property of products: the product module structure is the unique R-module
structure on Πi∈IMi for which all projection maps πi : Πi∈IMi → Mi, (m1,m2, ...) 7→ mi

are module morphisms. For a family (ψ)i∈I of module morphisms ψi : L→Mi there is a
unique module morphism ψ : L → Πi∈IMi such that for all i ∈ I the following diagram
commutes

Mi L
ψioo

∃!ψ{{
Πj∈IMj.

πi

OO

We have thus shown that modules over a unital ring R form an additive category. The Hom-
sets HomR(M,N) in R-Mod are abelian groups with respect to the pointwise addition of mod-
ule morphisms and with the trivial module morphism as the unit. The composition of mod-
ule morphisms is bilinear and finite products and coproducts exist for all objects in R-Mod.
Moreover, every module morphism f : M → N has a kernel, namely the inclusion morphism
ι : ker(f)→M and a cokernel, namely the canonical surjection π : N → N/Im (f). It is easy to
see that every monomorphism is the kernel of its cokernel and every epimorphism the cokernel
of its kernel. Together, this implies

Remark 2.2.10: Modules over a unital ring R and module morphisms between them form
an abelian category.

Given the four basic constructions for modules - submodules, quotients, direct sums and prod-
ucts - it is easy to construct pullbacks for a pair of R-module morphisms fi : Xi → Y and
pushouts for any pair of R-module morphisms gi : W → Xi. This yields the following lemma
whose proof is left as an exercise for the reader.
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Lemma 2.2.11: Let R be a unital ring.

1. For two R-module morphisms fi : Xi → Y , i = 1, 2, the submodule

P = ker(f2 ◦ π2 − f1 ◦ π1) ⊂ X1 ×X2,

together with the projection maps πi|P : P → Xi is a pullback in R-Mod, where
πi : X1 ×X2 → Xi denotes the canonical projections.

2. For two R-module morphisms gi : W → Xi is the quotient module

P ′ = (X1 ⊕X2)/Im (ι2 ◦ g2 − ι1 ◦ g1)

together with the maps π ◦ ιi : Xi → P ′ is a pushout in R-Mod, where where ιi : Xi →
X1 ⊕X2 denotes the inclusion maps and π : X1 ⊕X2 → P ′ the canonical surjection.

While the four basic constructions for modules are straightforward generalisations of the cor-
responding constructions for vector spaces, there is one fundamental way in which modules
over general rings differ from vector spaces, namely the existence of a basis and the existence of
complements. While every vector space has a basis and every linear subspace has a complement,
this does not hold for general modules. Although there are always generating sets - subsets of
a module such that every element can be written as a (finite) R-linear combination of these
elements - there is general no linearly independent generating set. In contrast to vector spaces,
which are determined uniquely up to isomorphisms by the choice of a basis, modules therefore
need to be characterised by more elaborate data, namely a presentation.

Definition 2.2.12: Let R be a unital ring.

1. For a subset A ⊂ M , the submodule generated by A is the smallest submodule of
M containing A, the subset 〈A〉M = {Σa∈Ara � a : ra ∈ R, ra = 0 for almost all a ∈ A}
with the induced R-module structure.

2. A subset A ⊂ M is called generating set of M if 〈A〉M = M and a basis of
M if it is a generating set and linearly independent: Σa∈Ara � a = 0 with ra ∈ R
and ra = 0 for almost all a ∈ A implies ra = 0 for all a ∈ A. A module with a
finite generating set is called finitely generated, and a module with a generating
set that contains only one element is called cyclic. A module is called free if it has a basis.

3. The free R-module generated by a set A is the direct sum
⊕

a∈RR. Equivalently, it can
be characterised as the set 〈A〉R = {f : A→ R : f(a) = 0 for almost all a ∈ A} with the
canonical R-module structure

(f + g)(a) = f(a) + g(a) (r � f)(a) = r · f(a) ∀f, g ∈ 〈A〉R, r ∈ R, a ∈ A.

The maps δa : A→ R with δa(a) = 1R and δa(a
′) = 0 for a′ 6= a are a basis of 〈A〉R, since

every map f : A → R with f(a) = 0 for almost all a ∈ A can be expressed as a finite
R-linear combination f =

∑
a∈A,f(a)6=0 f(a) � δa. Instead of

∑
a∈A ra � δa with ra = 0 for

almost all a ∈ A, we write
∑

a∈A ra a.
4. For a subset B ⊂ 〈A〉R, we denote by 〈A|B〉R the quotient module 〈A|B〉R =
〈A〉R/〈B〉〈A〉R . If M = 〈A|B〉R, then 〈A|B〉R is called a presentation of M , the ele-
ments of A are called generators and the elements of B relations.
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Remark 2.2.13:

1. Every module has a presentation M = 〈A|B〉R.

2. Presentations of modules are characterised by a universal property:
For any R-module M and any map φ : A → M , there is a unique map φ̃ : 〈A〉R → M
with φ̃|A = φ. If B ⊂ ker(φ̃), then the universal property of the quotient implies that
there is a unique map φ̄ : 〈A|B〉R → M with φ̄ ◦ π = φ̃, where π : 〈A〉R → 〈A|B〉R is the
canonical surjection.

3. If R is a commutative unital ring and M a free module over R, then any two bases of M
have the same number of elements. This number is called rank of M and denoted rk(M).
This notion makes no sense for non-commutative rings since one can have Rn ∼= Rm as R
modules for n 6= m.

Example 2.2.14:

1. Every ring R is a cyclic free module as a left or right module over itself: R = 〈1R〉R.

2. If F is a field, then every module over F is free, since a module over F is a vector space,
and every vector space has a basis.

3. If M is a free module over a principal ideal ring R, then every submodule U ⊂M is free
with rk(U) ≤ rk(M). (For a proof, see [JS]).

4. The Z-module M = Z/2Z is not a free module. Any generating set of Z/2Z must contain
the element 1, but 2 � 1 = 1 + 1 = 0 and hence a generating set cannot be free. A
presentation of Z/2Z is given by 〈A |B〉Z = 〈1|2〉,

In the context of vector spaces, an important consequence of the existence of bases is the
existence of a complement for any linear subspace U ⊂ V , a linear subspace W ⊂ V with
V = U ⊕ W . This does not hold for modules over more general rings. A simple example is
the submodule nZ ⊂ Z for n ∈ N, n ≥ 2. As 1 /∈ nZ, any complement of this module would
need to contain the element 1 ∈ Z and hence be equal to Z. A similar argument shows that a
proper submodule of a cyclic module can never have a complement. In many applications, one
needs practical criteria to determine if a given submodule has a complement. A sufficient one
is given in the following lemma, which involves structures that can be viewed as the module
counterparts of retractions.

Lemma 2.2.15: Let R be a unital ring and M a module over R.

1. If φ : M → F is a surjective R-module morphism into a free module F , then there is a
R-module morphism ψ : F → M with φ ◦ ψ = idF and M ∼= Im (ψ) ⊕ ker(φ). One says
that ψ splits the module morphism φ : M → F .

2. If N ⊂M is a submodule such that M/N is free, then there is a submodule P ⊂M with
P ∼= M/N and M ∼= N ⊕ P .

Proof:
1. Choose a basis B of F and for every b ∈ B an element mb ∈ φ−1(b) ⊂ M . Define the
R-module morphism ψ : F → M by ψ(b) = mb and R-linear extension to F . As φ ◦ ψ = idF ,
we have m = ψ ◦ φ(m) + (m− φ ◦ ψ(m)) with ψ ◦ φ(m) ∈ Im (ψ) and m− φ ◦ ψ(m) ∈ ker(φ)
for all m ∈M . As φ ◦ψ = idF , we have ker(φ)∩ Im (ψ) = {0} and hence M = ker(φ)⊕ Im (ψ).
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2. By 1., there is a R-module morphism ψ : M/N → M which splits the surjective module
morphism π : M → M/N and hence M ∼= ker(π) ⊕ Im (ψ) ∼= N ⊕ Im (ψ). The R-module
morphism π|Im (ψ) : Im (ψ)→M/N is surjective by definition and injective since π ◦ψ = idM/N ,
hence an isomorphism. 2

The fact that a module M over a ring R does not need to have a basis is closely related to the
presence of elements m ∈ M for which there is an r ∈ R \ {0} with r �m = 0, the so-called
torsion elements. It is clear that a module with non-trivial torsion elements cannot be free,
since an R-linear combination of basis elements cannot be a torsion element unless it is trivial.

Definition 2.2.16: Let R be a unital ring and M an R-module. An element m ∈M is called
a torsion element if there is an r ∈ R \ {0} with r �m = 0. The set of torsion elements in
M is denoted TorR(M), and M is called torsion free if TorR(M) = 0.

Example 2.2.17:

1. If M = R is a commutative unital ring considered as a module over itself, then torsion
elements are precisely the zero divisors of R. In particular, every integral domain R
considered as a module over itself is torsion free. This applies in particular to Z, to any
field F and to the ring F[X] of polynomials over a field F.

2. In the Z-module Z/nZ for n ∈ N, every element is a torsion element since n�k = n · k = 0
for all k ∈ Z. The ring Z/nZ as a module over itself is torsion free if and only if n is a
prime.

It is natural to expect that the set of torsion elements in an R-module M should be a submodule
of M . However, this does not hold in general unless R is commutative and without zero divisors,
i. e. an integral domain. IN this case the torsion elements form a submodule and by taking the
quotient with respect to this submodule, one obtains a module that is torsion free.

Lemma 2.2.18: If M is a module over an integral domain R then TorR(M) ⊂ M is a
submodule and the module M/TorR(M) is torsion free.

Proof:
Let m,m′ ∈ TorR(M) torsion elements and r, r′ ∈ R \ {0} with r � m = r′ � m′ = 0. Then
(r ·r′)�(m+m′) = r′�(r�m)+r�(r′�m′) = 0. As R is an integral domain, r ·r′ 6= 0 and hence
m+m′ ∈ TorR(M). Similarly, for all s ∈ R, one has r� (s�m) = (r ·s)�m = s� (r�m) = 0,
which implies s�m ∈ TorR(M), and hence TorR(M) ⊂M is a submodule. If [m] ∈M/TorR(M)
is a torsion element, then there is an r ∈ R \ {0} with r � [m] = [r � m] = 0. This implies
r � m ∈ TorR(M), and there is an r′ ∈ R with r′ � (r � m) = (r · r′) � m = 0. As R is an
integral domain, one has r · r′ 6= 0, which implies m ∈ TorR(M) and [m] = 0. 2

If R is an integral domain, it is natural to ask if the torsion submodule TorR(M) of an R-module
M has a complement, i. e. if there is a an R-module N with M ∼= TorR(M) ⊕N . A sufficient
condition that ensures the existence of such a complement is that R is a principal ideal ring and
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M is finitely generated. In this case, the classification theorem for finitely generated modules
over principal ideal rings allows one to identify the torsion elements and their complement. In
particular, this implies to finitely generated abelian groups, i. e. finitely generated modules over
the principal ideal ring Z.

Lemma 2.2.19: Let R be a principal ideal ring. Then every finitely generated R-module M
is of the form M ∼= TorR(M)⊕Rn with a unique n ∈ N0. In particular, every finitely generated
torsion free R-module is free.

Proof:
This follows from the classification theorem for finitely generated modules over principal ideal
rings, which states that every such module is of the form M ∼= Rn × R/q1R × . . . × R/qmR
with prime powers q1, ..., qm ∈ R and n ∈ N0. Every element m ∈ R/q1R × . . . × R/qlR
is a torsion element since (q1 · · · qm) � m = 0, and r � (m1 + m2) = 0 with m1 ∈ Rn and
m2 ∈ R/q1R× . . .×R/qmR implies r = 0 or m1 = 0, i. e. TorR(M) = R/q1R× . . .×R/qmR. 2

In the following, we will require another fundamental construction involving modules over
unital rings, namely the tensor product. This generalises the tensor product of vector spaces,
i. e. modules over fields. It is obtained as a quotient of a free module generated by the Cartesian
products of the underlying sets.

Definition 2.2.20: Let R be a unital ring, M an R-right module and N an R-left module.
The tensor product M ⊗RN is the abelian group generated by the set M ×N with relations

(m,n) + (m′, n) = (m+m′, n), (m,n) + (m,n′) = (m,n+ n′),

(m� r, n) = (m, r � n) ∀m,m′ ∈M,n, n′ ∈ N, r ∈ R.

We denote by m⊗ n = ⊗(m,n) the images of the elements (m,n) ∈ 〈M ×N〉Z under the map
⊗ = π ◦ ι : M ×N →M⊗RN , where ι : M ×N → 〈M ×N〉Z, (m,n)→ (m,n) is the canonical
inclusion and π : 〈M ×N〉Z →M⊗RN the canonical surjection.

Remark 2.2.21:

1. The set {m⊗ n : m ∈M,n ∈ N} generates M ⊗R N , since the elements (m,n) generate
the free group 〈M × N〉Z and the group homomorphism π : 〈M × N〉Z → M ⊗R N is
surjective. The relations in Definition 2.2.20 induce the following identities in M ⊗R N :

(m+m′)⊗ n = m⊗ n+m′ ⊗ n, m⊗ (n+ n′) = m⊗ n+m⊗ n′,
(m.r)⊗ n = m⊗ (r.n) ∀m,m′ ∈M,n, n′ ∈ N, r ∈ R.

2. If M is an R-right-module and N an (R, S)-bimodule, then M ⊗R N has a canonical
S-right-module structure given by (m ⊗ n) � s := m ⊗ (n � s). Similarly, if M is a
(Q,R)-bimodule and N an R-left module then M ⊗R N has a canonical Q-left module
structure given by q � (m⊗ n) := (q �m)⊗ n.

3. As every left module over a commutative ring R is an (R,R)-bimodule, it follows from
2. that the tensor product M ⊗R N of modules over a commutative unital ring R has a
canonical (R,R)-bimodule structure, given by

r � (m⊗n) = (r �m)⊗n = (m� r)⊗n = m⊗(r � n) = m⊗(n� r) = (m⊗n) � r.
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4. As every module is an abelian group, it is always possible to tensor two modules over the
ring Z. In this case, the last relation in Definition 2.2.20 is a consequence of the first two.

Example 2.2.22:

1. If R = F is a field, the tensor product of R-modules is the tensor product of vector spaces.

2. For any unital ring R and Rk := R⊕R⊕ . . .⊕R, one has Rm ⊗Rn ∼= Rnm.

3. If R is commutative and R[X, Y ] the polynomial ring over R in the variables X, Y , then
R[X]⊗R R[Y ] ∼= R[X, Y ].

4. The tensor product of the abelian groups Z/nZ and Z/mZ for n,m ∈ N is

Z/nZ⊗Z Z/mZ ∼= Z/gcm(m,n)Z,

where gcm(m,n) is the greatest common divisor of m and n (see Exercise 13).

5. One has Z/nZ ⊗Z Q ∼= 0. More generally, if R is an integral domain with associated
quotient field Q(R) and M an R-module, then TorR(M)⊗RQ(R) ∼= 0 since for every
torsion element m ∈ M there is an r ∈ R \ {0} with r � m = 0. This implies m⊗q =
m⊗(r · q/r) = (m� r)⊗q/r = 0 for all q ∈ Q.

Just as submodules, quotients, direct sums and products of modules, tensor products of R-
modules can be characterised by a universal property. As tensor products are defined in terms
of a presentation, this universal property is obtained by applying the one in Remark 2.2.13 to
the relations in Definition 2.2.20. The special form of these relations allows one to characterise
the universal property in terms of bilinear maps M ×N → A into abelian groups A.

Definition 2.2.23: Let R be a unital ring, M an R-right module and N an R-left module.
A map f : M ×N → A into an abelian group A is called R-bilinear if

f(m+m′, n) = f(m,n) + f(m′, n), f(m,n+ n′) = f(m,n) + f(m,n′),

f(m� r, n) = f(m, r � n) ∀m,m′ ∈M,n, n′ ∈ N, r ∈ R.

Lemma 2.2.24: Let R be a unital ring, M an R-right module and N an R-left module.
Then the map ⊗ : M × N → M ⊗R N , (m,n) 7→ m⊗n is R-bilinear, and for any R-bilinear
map f : M × N → A into an abelian group A, there is a unique group homomorphism
f̃ : M ⊗R N → A, so such that the following diagram commutes

M ×N f //

⊗
��

A

M ⊗R N.
∃!f̃

::

This is called the universal property of the tensor product . If R is commutative, then
f̃ : M⊗RN → A is an R-module homomorphism.
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Proof:
The first statement holds per Definition, since these are the defining relations of the tensor
product. For the second claim, we define f̃ : M ⊗RN → A by f̃(m⊗n) = f(m,n) and additive
extension to the abelian group M ⊗RN . As the elements m⊗n generate M ⊗RN , this defines
a unique group homomorphism f̃ . The bilinearity of f guarantees that f̃ is well-defined since

f̃((m+m′)⊗ n) = f(m+m′, n) = f(m,n) + f(m′, n) = f̃(m⊗ n) + f̃(m′ ⊗ n)

f̃(m⊗ (n+ n′)) = f(m,n+ n′) = f(m,n) + f(m,n′) = f̃(m⊗ n) + f̃(m⊗ n′)
f̃((m� r)⊗ n) = f(m� r, n) = f(m, r � n) = f̃(m⊗ (r � n)),

and one obtains a group homomorphism f̃ : M ⊗RN → A with f̃ ◦⊗ = f . If f̃ ′ : M ⊗RN → A
is another group homomorphism with this property, then for all m ∈ M , n ∈ N one has
(f̃ ′ − f̃)(m⊗ n) = f̃ ′ ◦ ⊗(m,n)− f̃ ◦ ⊗(m,n) = f(m,n)− f(m,n) = 0 and hence f̃ ′ = f̃ . 2

To conclude our discussion of tensor products, we assemble some important properties of tensor
products that are a direct consequence of the definitions and the universal property.

Lemma 2.2.25: Let R, S be unital rings, I an index set, M,Mi R-right modules, N,Ni

R-left modules for all i ∈ I, P a (R, S)-bimodule and Q an S-left module. Then:

1. tensor products with the trivial module: 0⊗R N ∼= M ⊗R 0 ∼= 0,

2. tensor product with the underlying ring: M ⊗R R ∼= M , R⊗R N ∼= N ,

3. direct sums: (⊕i∈IMi)⊗R N ∼= ⊕i∈IMi ⊗R N , M ⊗R
(⊕

i∈I Ni

) ∼= ⊕i∈IM ⊗R Ni,

4. associativity: (M ⊗R P )⊗S Q ∼= M ⊗R (P ⊗S Q).

Proof:
1. follows directly from the universal property of the tensor product. For 2., note that group
homomorphism M →M⊗RR, m 7→ m⊗1 has an inverse, namely M⊗RR→M , m⊗r 7→ m�r
The proof for R⊗R N ∼= N is analogous.

3. Consider the group homomorphisms φi : Mi⊗RN → (⊕i∈IMi)⊗RN , φi(mi⊗n) = ιi(m)⊗n,
where ιi : Mi → ⊕i∈IMi is the canonical inclusion. By the universal property of the direct sum
this defines a unique group homomorphism φ : ⊕i∈IMi⊗RN → (⊕i∈IMi)⊗RN with φ◦ ji = φi
for the inclusion maps ji : Mi⊗RN → ⊕i∈IMi⊗RN . This group homomorphism has an inverse
ψ : (⊕i∈IMi) ⊗R N → ⊕i∈IMi ⊗R N given by ψ (ιi(mi)⊗ n) = ji(mi ⊗ n) and hence is an
isomorphism. The proof for the other identity is analogous.

4. A group isomorphism φ : (M ⊗R P )⊗S Q→M ⊗R (P ⊗S Q) is given by

φ((m⊗ p)⊗ q) = m⊗ (p⊗ q) ∀m ∈M, p ∈ P, q ∈ Q.

2

It remains to investigate the behaviour of tensor products under module morphisms, i. e. to
determine how the tensor products M⊗RN and M ′⊗RN ′ are related if there are module mor-
phisms φ : M → M ′ and ψ : N → N ′. Clearly, the module morphisms φ : M → M ′ and
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ψ : N → N ′ induce a map φ × ψ : M × N → M ′ × N ′. By composing it with the map
⊗ : M ′ × N ′ → M ′⊗RN ′, we obtain an R-bilinear map ⊗ ◦ (φ × ψ) : M × N → M ′⊗RN ′.
The universal property of the tensor products yields a map φ⊗ψ : M⊗RN → M ′⊗RN ′ with
(φ⊗ψ) ◦ ⊗ = ⊗ ◦ (φ × ψ), and this allows one to extend the tensor product to a functor
⊗ : Mod-R×R-Mod→ Ab .

Theorem 2.2.26: Let R be a unital ring. Then the tensor product of R-modules defines a
functor ⊗ : Mod-R × R-Mod → Ab that assigns to a pair of R modules (M,N) the abelian
group M⊗RN and to a pair of module morphisms (φ, ψ) : (M,N)→ (M ′, N ′) the unique group
homomorphism φ⊗ψ : M⊗RN →M ′⊗RN ′ for which the following diagram commutes

M ×N
⊗
��

φ×ψ //M ′ ×N ′

⊗
��

M ⊗R N ∃!φ⊗ψ
//M ′ ⊗R N ′.

For each R-right module M , this defines an functor M⊗− : R-Mod→ Ab. If R is commutative,
this yields functors ⊗ : R-Mod×R-Mod→ R-Mod and M⊗− : R-Mod→ R-Mod.

Proof:
The map ⊗ ◦ (φ × ψ) : M × N → M ′ ⊗R N ′ is R-bilinear, and by the universal property of
the tensor product there is a unique group homomorphism φ ⊗ ψ : M ⊗R N → M ′ ⊗R N ′
with (φ ⊗ ψ)(m ⊗ n) = φ(m) ⊗ ψ(n) for all m ∈ M,n ∈ N . That this defines a functor
⊗ : Mod-R×R-Mod→ Ab follows from the fact the the following two diagrams commute

M ×N
⊗
��

idM×idN//M ×N
⊗
��

M ⊗R NidM⊗RN
//M ⊗R N

M ×N
⊗
��

φ×ψ //M ′ ×N ′

⊗
��

φ′×ψ′ //M ′′ ×N ′′

⊗
��

M ⊗R N φ⊗ψ
//M ′ ⊗R N ′

φ′⊗ψ′
//M ′′⊗RN ′′.

The functor M⊗− : R-Mod→ Ab assigns to an R-left module N the abelian group M⊗RN and
to a module morphism ψ : N → N ′ the group homomorphism idM⊗ψ : M⊗RN →M⊗RN ′. 2

2.3 Homological algebra

In this section we assemble the algebraic background for homology theory. The fundamental
notion is that of a chain complex - a sequence of modules over a unital ring R and R-module
morphisms such that the composition of two subsequent module morphisms is the trivial map.
We will see later that each topological space gives rise to a chain complex and continuous maps
between topological spaces induce chain maps.

Definition 2.3.1: Let R be a unital ring.

1. A chain complex (X•, d•) in R-Mod is a sequence ...
dn+2−−−→Xn+1

dn+1−−−→Xn
dn−→Xn−1

dn−1−−−→ ...
of R-modules Xn and R-module morphisms dn : Xn → Xn−1 with dn−1 ◦ dn = 0 ∀n ∈ Z.
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2. Elements of Xn are called n-chains, elements of Zn(X•) := ker(dn) ⊂ Xn n-cycles and
elements of Bn(X•) := Im (dn+1) ⊂ Zn(X•) n-boundaries in (X•, d•).

3. A chain map f• : (X•, d•)→ (Y•, d
′
•) between chain complexes (X•, d•) and (Y•, d

′
•) is a

family (fn)n∈Z of morphisms fn : Xn → Yn for which the following diagram commutes

. . .
dn+2// Xn+1

fn+1

��

dn+1 // Xn

fn
��

dn // Xn−1

fn−1

��

dn−1 // . . .

. . .
d′n+2 // Yn+1

d′n+1 // Yn
d′n // Yn−1

d′n−1 // . . .

To keep notation simple, one omits subsequences of trivial modules and trivial module mor-

phisms between them in a chain complex. The sequence 0 → Xm
dm−→ Xm−1

dm−1−−−→ ... stands

for a chain complex with Xk = 0 for all k > m and ...
dm+2−−−→ Xm+1

dm+1−−−→ Xm → 0 for a chain
complex with Xk = 0 for all k > m. If there are l,m ∈ Z with Xk = 0 for all k < m, k > l, one

writes 0→ Xl
dl−→ Xl−1

dl−1−−→ ...
dm+2−−−→ Xm+1

dm+1−−−→ Xm → 0 and calls the chain complex finite.

Remark 2.3.2:

1. For any unital ringR, chain complexes and chain maps inR-Mod form a category ChR-Mod.
The identity morphism 1X• : (X•, d•) → (X•, d•) is given by the family of identity mor-
phisms (idXn)n∈Z. The composite g• ◦ f• of two chain maps f• : (X•, d•) → (Y•, d

′
•) and

g• : (Y•, d
′
•) → (Z•, d

′′
•) is given by the family of module morphisms (fn ◦ gn)n∈Z. By

composing the associated diagrams, it is easy to see that this defines a chain map:

. . .
dn+2// Xn+1

fn+1

��

dn+1 // Xn

fn
��

dn // Xn−1

fn−1

��

dn−1 // . . .

. . .
d′n+2 // Yn+1

gn+1

��

d′n+1 // Yn

gn

��

d′n // Yn−1

gn−1

��

d′n−1 // . . .

. . .
d′′n+2 // Zn+1

d′′n+1 // Zn
d′′n // Zn−1

d′′n−1 // . . .

2. One can show that the category ChR-Mod is abelian. The relevant structures such as
the zero objects and morphisms, products, coproducts, the abelian structures on the
Hom-sets, kernels and cokernels are all induced in the obvious way by the corresponding
structures in R-Mod.

The condition dn ◦ dn+1 = 0, which characterises a chain complex ...
dn+2−−−→Xn+1

dn+1−−−→Xn
dn−→

Xn−1
dn−1−−−→ ... implies for all n ∈ Z that Bn(X•) = Im (dn+1) ⊂ ker(dn) = Zn(X•) is a submod-

ule. The associated quotient module Hn(X•) = Zn(X•)/Bn(X•) consists of equivalence classes
of n-cycles module n-boundaries and is called the nth homology of X•.

Definition 2.3.3: Let R be a unital ring and (X•, d•) = ...Xn+1
dn+1−−−→ Xn

dn−→ Xn−1
dn−1−−−→ ...

a chain complex in R-Mod.
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1. The nth homology of (X•, d•) is the quotient module Hn(X•) = Zn(X•)/Bn(X•).

2. A chain complex (X•, d•) is called exact in Xn if Hn(X•) = 0 and exact if Hn(X•) = 0
for all n ∈ Z. An exact chain complex in R-Mod is also called a long exact sequence of
R-modules, and a finite exact chain complex in R-Mod of the form 0→ W

ι−→ X
π−→ Y → 0

is called a short exact sequence of R-modules.

It is clear that a chain complex is exact if and only if for all n ∈ Z one has ker(dn) = Im (dn+1).
The name short exact sequence for an exact chain complex of the form 0→ W

ι−→ X
π−→ Y → 0

is motivated by the fact that it is the shortest non-trivial exact chain complex. In an exact
sequence of the form 0 → X → 0 one has X = 0, and in a short exact sequence of the form

0 → X
f−→ Y → 0 one has ker(f) = 0 and Im (f) = Y , which implies that f : X → Y is a

module isomorphism.

In contrast, a short exact sequence 0 → W
ι−→ X

π−→ Y → 0 corresponds to the choice of
a submodule W ⊂ X. This follows because 0 → W

ι−→ X
π−→ Y → 0 is exact if and only

if ker(ι) = 0, Im (π) = Y and Im (ι) = ker(π), i. e. ι : W → X is injective, π : X → Y is
surjective and Im (ι) = ker(π). This gives rise to an isomorphism of R-modules Y ∼= X/ ker(π) ∼=
X/Im (ι) ∼= X/W . Conversely, for any submodule W ⊂ X the inclusion map ι : W → X and
the canonical surjection π : X → X/W define an exact sequence of R-modules.

It remains to investigate the algebraic properties of the homologies, in particular their trans-
formation behaviour under chain maps. A chain map f• : (X•, d•) → (Y•, d

′
•) consists of a set

of module morphisms fn : Xn → Yn for n ∈ Z with d′n ◦ fn = fn−1 ◦ dn for all n ∈ Z. This
implies d′n ◦ fn(x) = fn−1 ◦ dn(x) = 0 for all x ∈ Zn(X•) = ker(dn), i. e. fn(Zn(X•)) ⊂ Zn(Y•).
Moreover, if there is a x′ ∈ Xn+1 with x = dn+1(x′) then d′n+1(fn+1(x′)) = fn(dn+1(x′)) = fn(x),
i. e. fn(Bn(X•)) ⊂ Bn(Y•). We obtain a module morphism

Hn(f•) : Hn(X•)→ Hn(Y•), [x] 7→ [fn(x)]

where [x] is the equivalence class of x ∈ Zn(X•) in Hn(X•) and [fn(x)] the equivalence class of
fn(x) ∈ Zn(Y•) in Hn(Y•). As

Hn(idX•)([x]) = [idXn(x)] = [x] = idHn(X•)([x])

Hn(g• ◦ f•)([x]) = [gn ◦ fn(x)] = Hn(g•)([fn(x)]) = Hn(g•) ◦Hn(f•)([x]),

for all x ∈ Zn(X•) and chain maps f• : (X•, d•) → (Y•, d
′
•), g• : (Y•, d

′
•) → (Z•, d

′′
•), we obtain

the following proposition.

Proposition 2.3.4: The nth homology defines a functor Hn : ChR-Mod → R-Mod, which
assigns to a chain complex (X•, d•) the R-module Hn(X•) and to a chain map f• : (X•, d•)→
(Y•, d

′
•) the module morphism Hn(f•) : Hn(X•)→ Hn(Y•), [x] 7→ [fn(x)].

We will see later that continuous maps between topological spaces induce chain maps between
the associated chain complexes. However, there is another layer of structure that relates con-
tinuous maps between topological spaces, namely homotopies, which also have a counterpart
in the category ChR-Mod - the so-called chain homotopies. We will show later that homotopies
between continuous maps induce chain homotopies between the associated chain maps.
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Definition 2.3.5: Let R be a unital ring and (X•, d•) and (Y•, d
′
•) chain complexes in R-Mod.

1. A chain homotopy h• : f• ⇒ f ′• from a chain map f• : (X•, d•) → (Y•, d
′
•) to a chain

map g• : (X•, d•)→ (Y•, d
′
•) is a family (hn)n∈Z of R-module morphisms hn : Xn → Yn+1

with
gn − fn = hn−1 ◦ dn + d′n+1 ◦ hn for all n ∈ Z.

If there is a chain homotopy from f• : (X•, d•)→ (Y•, d
′
•) to g• : (X•, d•)→ (Y•, d

′
•), then

f• and g• are called chain homotopic and one writes f• ∼ g•.

2. Two chain complexes (X•, d•) and (Y•, d
′
•) are called chain homotopy equivalent, if

there are chain maps f• : (X•, d•)→ (Y•, d
′
•) and g• : (Y•, d

′
•)→ (X•, d•) with g•◦f• ∼ idX•

and f• ◦ g• ∼ idY• . Such chain maps are called chain homotopy equivalences.

Remark 2.3.6: A chain homotopy h• : f• ⇒ g• between chain maps f•, g• : X• → Y• can
be viewed as a chain map in a natural way. Denote by Z• the chain complex consisting of
R-modules and R-module morphisms

Zn = Xn⊕Xn⊕Xn−1, dZn : Zn → Zn−1, (x, x
′, x′′) 7→ (dXn (x)− x′′, dXn (x′) + x′′,−dXn−1(x′′)).

Then by the universal property of the direct sum, a chain map k• : Z• → Y• is given by triples
of module morphisms kn = (fn, gn, hn−1) : Xn ⊕Xn ⊕Xn−1 → Yn for all n ∈ Z. The condition
that k• : Z• → Y• is a chain map - dYn ◦ kn = kn−1 ◦ dZn for all n ∈ Z - is equivalent to

dYn ◦ fn(x) + dYn ◦ gn(x′) + dYn ◦ hn−1(x′′)

= fn−1 ◦ dXn (x)− fn−1(x′′) + gn−1 ◦ dXn (x′) + gn−1(x′′)− hn−2 ◦ dXn−1(x′′) ∀x, x′ ∈ Xn, x
′′ ∈ Xn−1.

This implies that f•, g• : X• → Y• are chain maps and that h• : f• ⇒ g• is a chain homotopy.

dYn ◦ fn(x) = fn−1 ◦ dXn (x), dYn ◦ gn(x) = gn−1 ◦ dXn (x)

gn(x)− fn(x) = dYn+1 ◦ hn(x) + hn−1 ◦ dXn (x) ∀x ∈ Xn.

Remark 2.3.7:

1. For given chain complexes X•, Y•, chain maps f•, f
′
• : X• → Y• and chain homotopies

h• : f• ⇒ f ′• form a groupoid.

The composite of two chain homotopies h : f• ⇒ f ′• and h′• : f ′• ⇒ f ′′• is the chain
homotopy (h• + h′•) = (hn + h′n)n∈Z from f• to f ′′• . The composition of chain homotopies
is associative, and the identity morphism on a chain map f• : X• → Y• is the trivial
homotopy 1f• = (0)n∈Z. The inverse of a chain homotopy h : f• ⇒ f ′• is the chain
homotopy −h• = (−hn)n∈Z from f ′• to f ′′• .

2. It follows that chain homotopic is an equivalence relation on each Hom-set
HomChRMod((X•, d•), (Y•, d

′
•)), and this equivalence relation is compatible with the com-

position of morphisms:

If h• is a chain homotopy from f• : X• → Y• to f ′• : X• → Y• and h′• a chain homotopy
from g• : Y• → Z• to g′• : Y• → Z•, then h′′• = (g′n+1 ◦hn +h′n ◦ fn)n∈Z is a chain homotopy
from g• ◦ f• to g′• ◦ f ′• since

g′n ◦ f ′n − gn ◦ fn =g′n ◦ (f ′n − fn) + (g′n − gn) ◦ fn
=g′n ◦ (hn−1 ◦ dn + d′n+1 ◦ hn) + (h′n−1 ◦ d′n + d′′n+1 ◦ h′n) ◦ fn
=g′n ◦ hn−1 ◦ dn + d′′n+1 ◦ g′n+1 ◦ hn + h′n−1 ◦ fn−1 ◦ dn + d′′n+1 ◦ h′n ◦ fn
=(g′n ◦ hn−1 + h′n−1 ◦ fn−1) ◦ dn + d′′n+1 ◦ (g′n+1 ◦ hn + h′n ◦ fn).
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3. We obtain a category hChR-Mod, the homotopy category of chain complexes in
R-Mod, whose objects are chain complexes in R-Mod and whose morphisms are chain
homotopy classes of chain maps. The isomorphisms in hChR-Mod are chain homotopy
equivalences.

The fact that chain homotopic is an equivalence relation on the set of chain maps f• : X• → Y•
between given chain complexes X•, Y• allows one to identify all chain maps that are chain
homotopic. This amounts to a classification of chain complexes up to chain homotopy equiva-
lences rather than isomorphisms of chain complexes. A key motivation to do so is the fact that
chain homotopic chain maps induce the same module morphisms on the homologies.

Proposition 2.3.8: Let R be a unital ring and (X•, d•), (Y•, d
′
•) chain complexes in R-Mod.

1. If f•, f
′
• : X• → Y• are chain homotopic, then Hn(f•) = Hn(f ′•) : Hn(X•)→ Hn(Y•).

2. If f• : X• → Y• is a chain homotopy equivalence, then Hn(f•) : Hn(X•) → Hn(Y•) is an
R-module isomorphism.

The nth homology functor Hn : ChR-Mod → R-Mod induces a functor Hn : hChR-Mod → R-Mod
that assigns to a chain complex X• the R-module Hn(X•) and to a chain homotopy class of
chain maps f : X• → Y• the R-module morphism Hn(f•) : Hn(X•)→ Hn(Y•).

Proof:
1. Let f•, f

′
• : (X•, d•)→ (Y•, d

′
•) chain maps and h• : f• ⇒ f ′• a chain homotopy. Then we have

for all x ∈ Zn(X•)

Hn(g•)([x]) = [gn(x)] = [fn(x)] + [hn−1 ◦ dn(x)︸ ︷︷ ︸
=0

] + [d′n+1 ◦ hn(x)︸ ︷︷ ︸
∈Bn(Y•)

] = [fn(x)] = Hn(f)([x]).

2. If f• : X• → Y• is a chain homotopy equivalence, then there is a chain map g• : Y• → X•
such that g• ◦ f• ∼ idX• and f• ◦ g• ∼ idY• . With 1. this implies Hn(g•) ◦ Hn(f•) = idHn(X•),
Hn(f•) ◦Hn(g•) = idHn(Y•), and hence Hn(g•) and Hn(f•) are isomorphisms. 2

As chain complexes and chain maps form an abelian category, it is possible to perform all
constructions of homological algebra with chain maps and chain complexes instead of R-modules
and module morphisms. In the following, we will not need this in full generality, but we require
the notion of a (short exact) sequence of chain complexes.

Definition 2.3.9:

1. A sequence of chain complexes is a family (X
(n)
• d

(n)
• )n∈Z of chain complexes (X

(n)
• , d

(n)
• )

together with a family (f
(n)
• )n∈Z of chain maps f

(n)
• : (X

(n)
• , d

(n)
• )→ (X

(n−1)
• , d

(n−1)
• )

. . .
f

(n+2)
•−−−→ X(n+1)

•
f

(n+1)
•−−−→ X(n)

•
f

(n)
•−−→ X(n−1)

•
f

(n−2)
•−−−→ . . . .

2. A sequence of chain complexes is called exact if for all m ∈ Z the sequence

. . .
f

(n+2)
m−−−→ X(n+1)

m

f
(n+1)
m−−−→ X(n)

m

f
(n)
m−−→ X(n−1)

m

f
(n−1)
m−−−→ . . .

is an exact sequence in R-Mod, i. e. ker(f
(n)
m ) = Im (f

(n+1)
m ) for all n,m ∈ Z.
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3. A short exact sequence of chain complexes is an exact sequence of chain complexes

0→ L•
ι•−→M•

π•−→ N• → 0.

We will see later that pairs of topological spaces (X,A) give rise to short exact sequences of
chain complexes. The key point about short exact sequence of chain complexes is that they
allows one to relate the associated homologies, which is highly useful in computations. Clearly,
each sequence 0→ L•

ι•−→M•
π•−→ N• → 0. gives rise to R-module morphisms Hn(ι•) : Hn(L•)→

Hn(M•) and Hn(π•) : Hn(M•) → Hn(N•) for all n ∈ Z. However, we will see in the following
that the exactness of the sequence yields anotherR-module morphism ∂n : Hn(N•)→ Hn−1(L•),
the connecting homomorphism. This allows one to organise the homologies Hn(L•), Hn(M•),
Hn(N•) into an exact sequence that involves the homologies of all three chain complexes and
all indices n ∈ Z. The proof of this statement requires a rather technical lemma known under
the name snake lemma.

Lemma 2.3.10: (Snake lemma) Let R be a commutative unital ring, and suppose the
following diagram in R-Mod commutes and has exact rows

L

f
��

ι //M

g
��

π // N

h
��

// 0

0 // L′
ι′
//M ′

π′
// N ′.

Then there is a unique morphism ∂ : ker(h) → L/Im (f), the connecting homomorphism
such that the following sequence of R-modules and R-module morphisms is exact

ker(f)
ι|ker(f)−−−−→ ker(g)

π|ker(g)−−−−→ ker(h)
∂−→ L′/Im (f)

ι̃′−→M ′/Im (g)
π̃′−→ N ′/Im (h).

If ι : L → M is injective, then ι|ker(f) : ker(f) → ker(g) is injective, and if π′ : M ′ → N ′ is
surjective, then π̃′ : M ′/Im (g)→ N ′/Im (h) is surjective.

Proof:
1. As the commutativity of the diagram implies g◦ι = ι′◦f and h◦π = π′◦g , we have ι(ker(f)) ⊂
ker(g) and π(ker(g)) ⊂ ker(h). Denoting by pf : L′ → L′/Im (f), pg : M ′ → M ′/Im (g),
ph : N ′ → N ′/Im (h) the canonical surjections, we obtain from the commutativity of the
diagram the identity pg◦ι′◦f = pg◦g◦ι = 0, i. e. Im (f) ⊂ ker(pg◦ι′). The universal property of
the quotient then implies that there is unique R-module morphism ι̃′ : L′/Im (f)→M ′/Im (g)
with ι̃′ ◦ pf = pg ◦ ι′. Analogously, we obtain a unique R-module morphism π̃′ : M ′/Im (g) →
N ′/Im (h) with π̃′ ◦ pg = ph ◦ π′. This yields the commuting diagram

ker(f)
_�

if
��

ι|ker(f) // ker(g)
_�

ig
��

π|ker g // ker(h)
_�

ih
��

L

f
��

ι //M

g
��

π // N

h
��

// 0

0 // L′

pf
����

ι′
//M ′

π′
//

pg
����

N ′

ph
����

L′/Im (f)
∃!ι̃′
//M ′/Im (g)

∃!π̃′
// N ′/Im (h)
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with exact columns and in which the second and third row are exact. It is clear that for any
injective module morphism ι : L → M , the module morphism ι : ker(f) → ker(g) is injective,
and for any surjective module morphism π : M → N the module morphism π̃′ : M ′/Im (g) →
N ′/Im (h) is surjective.

2. We show that the first and fourth row of the diagram are exact:

The commutativity of the diagram implies ih ◦ (π|ker(g)) ◦ (ι|ker(f)) = π ◦ ι ◦ if = 0. As the map
ih : ker(h)→ N is injective it follows that (π|ker(g))◦(ι|ker(f)) = 0, i. e. Im (ι|ker(f)) ⊂ ker(π|ker g).
If m ∈ ker(g) with π(m) = 0, the exactness of the second row implies that there is an l ∈ L
with m = ι(l). The commutativity of the diagram implies ι′ ◦ f(l) = g ◦ ι(l) = g(m) = 0,
and since ι′ : L′ → M ′ is injective it follows that f(l) = 0, i. e. l ∈ ker(f). This shows that
m ∈ Im (ι|ker(f)) and hence Im (ι|ker(f)) = ker(π|ker g). The proof of the exactness of the fourth
row is analogous and is left as an exercise.

3. We construct the connecting homomorphism:

Consider an element n ∈ ker(h). Then the surjectivity of π implies that there is an m ∈M with
π(m) = n. If m′ ∈ M is another element with this property, then the exactness of the second
row implies that there is an l ∈ L with m′ = m + ι(l). As we have π′ ◦ g(m) = h ◦ π(m) =
h(n) = 0 it follows that g(m) ∈ ker(π′), and analogously g(m′) ∈ ker(π′). The exactness of
the third row implies that there is an l′ ∈ L′ with ι′(l′) = g(m), and since ι′ : L′ → M ′ is
injective, this element l′ ∈ L′ is unique. Similarly, we obtain a unique element l′′ ∈ L′ with
ι′(l′′) = g(m′) = g(m) + g ◦ ι(l) = ι′(l′) + ι′ ◦ f(l) = ι′(l′ + f(l)). As ι′ is injective, this implies
l′′ = l′ + f(l), and pf (l) = pf (l

′). We obtain a well-defined map

∂ : ker(h)→ L′/Im (f), n 7→ pf (l
′) where n = π(m), ι′(l′) = g(m), (18)

which is an R-module morphisms since all ingredients involved in the construction are R-linear.

4. The connecting homomorphism in (18) yields a sequence

ker(f)
ι|ker(f)−−−−→ ker(g)

π|ker(g)−−−−→ ker(h)
∂−→ L′/Im (f)

ι̃′−→M ′/Im (g)
π̃′−→ N ′/Im (h).

which is already exact in all entries except ker(h) and L′/Im (f). It remains to show the ex-
actness in ker(h) and L′/Im (f). For the former, consider an element n ∈ Im (π|ker(g)). Then
there is an element m ∈ M with g(m) = 0 and n = π(m) and 3. yields an element l′ ∈ L
with ι′(l′) = g(m) = 0. The injectivity of ι′ implies l′ = 0 and by definition of the connecting
homomorphism in (18), we have ∂(n) = pf (l

′) = 0. This shows that Im (π|ker(g)) ⊂ ker(∂) .

Conversely, if n ∈ ker(∂), then by (18) there are elements m ∈ M , l′ ∈ L′ with n = π(m),
g(m) = ι′(l′) and pf (l

′) = 0. This implies l′ ∈ ker(pf ) = Im (f), and hence there is an l ∈ L
with l′ = f(l). This implies g(m) = ι′ ◦ f(l) = g ◦ ι(l), and hence m − ι(l) ∈ ker(g). It
follows that π(m − ι(l)) = π(m) = n and consequently n ∈ Im (π|ker(g)). This shows that
ker(∂) ⊂ Im (π|ker(g)) and proves the exactness of the sequence in ker(h). The proof of the
exactness in L′/Im (f) is analogous. 2

The name snake lemma stems from the fact that the connecting homomorphism ∂ : ker(h) →
L′/Im (f) has to be represented by an snakelike arrow in the commutative diagram with the
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short exact sequences of chain complexes and the associated chain maps, as shown below

ker(f)
ι|ker(f) //

_�

if
��

ker(g)
_�

ig
��

π|ker(g) // ker(h)
_�

ih
��

∂L

f

��

ι //M

g

��

π // N

h

��

// 0

0 // L′

pf
����

ι′ //M ′

pg
����

π′ // N ′

ph
����

// L′/Im (f)
ι̃′
//M ′/Im (g)

π̃′
// N ′/Im (h)

By means of the snake lemma we can relate the homologies Hn(L•), Hn(M•), Hn(N•) for any
short exact sequence of chain complexes 0 → (L•, d

L
• )

ι•−→ (M•, d
M
• )

π•−→ (N•, d
N
• ) → 0. The

result is the so-called long exact sequence of homologies which will serve as an important tool
to determine the homologies of topological spaces.

Theorem 2.3.11: (Long exact sequence of homologies )

A short exact sequence 0 → L•
ι•−→ M•

π•−→ N• → 0 of chain complexes in R-Mod induces an
exact sequence

. . .
Hn+1(π•)−−−−−→ Hn+1(N•)

∂n+1−−−→ Hn(L•)
Hn(ι•)−−−−→ Hn(M•)

Hn(π•)−−−−→ Hn(N•)
∂n−→ Hn−1(L•)

Hn−1(ι•)−−−−−→ . . . ,

of homologies, the long exact sequence of homologies. The morphisms ∂n : Hn(N•) →
Hn−1(L•) are called connecting homomorphisms.

Proof:
For all n ∈ Z, the short exact sequence of chain complexes determines a commuting diagram
with exact rows

0 // Ln

dLn
��

ιn //Mn

dMn
��

πn // Nn
//

dNn
��

0

0 // Ln−1 ιn−1

//Mn−1 πn−1

// Nn−1
// 0,

and the snake lemma yields a unique R-module morphism ∂n : ker(dNn ) → Ln−1/Im (dLn) and
an exact sequence

ker(dLn)
ιn|ker(dLn )−−−−−→ ker(dMn )

πn|ker(dMn )−−−−−−→ ker(dNn )
∂n−→ Ln−1/Im (dLn)

ι̃n−1−−→Mn−1/Im (dMn )
π̃n−1−−−→ Nn−1/Im (dNn )

As all module morphisms ιn : Ln →Mn are injective and all module morphisms πn : Mi → Nn

surjective the module morphisms ιn|ker(dLn) : ker(dLn) → ker(dMn ) are injective and the module
morphisms p̃n−1 : Mn−1/Im (dMn ) → Nn−1/Im (dNn ) are surjective. This yields the following
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commuting diagram with exact rows

Ln/Bn(L•)
= Ln/Im (dLn+1)

d̃Ln
��

ι̃n // Mn/Bn(M•)
= Mn/Im (dMn+1)

d̃Mn
��

π̃n // Nn/Bn(N•)
= Nn/Im (dNn+1)

//

d̃Nn
��

0

0 // ker(dLn−1)
= Zn−1(L•)

ιn−1|ker(dLn−1)
// ker(dMn−1)

= Zn−1(M•)

πn−1|ker(dMn−1)
// ker(dNn−1)

= Zn−1(N•)

,

in which the morphisms d̃Xn : Xn/Im (dXn+1) → ker(dXn−1) for X = L,M,N are the unique

morphisms with d̃Xn ([x]) = dXn (x) for all x ∈ Xn determined by the universal property of the
quotient and the identities dXn−1 ◦ dXn = 0. This implies for X = L,M,N and all n ∈ Z

Hn(X•) = Zn(X•)/Bn(X•) ∼= ker(d̃Xn ), Hn−1(X•) = Zn−1(X•)/Bn−1(X•) ∼= Zn−1(X•)/Im (d̃Xn ).

Applying again the snake lemma, we obtain an exact sequence

Hn(L•)
Hn(ι•)−−−−→ Hn(M•)

Hn(π•)−−−−→ Hn(N•)
∂n−→ Hn−1(L•)

Hn−1(ι•)−−−−−→ Hn−1(M•)
Hn−1(π•)−−−−−→ Hn−1(N•),

and by combining these sequences for different n ∈ Z the long exact sequence of homologies.
The connecting homomorphism ∂k : Hk(N•)→ Hk−1(L•) is given by

∂k([n]k) = [l]k−1 where l ∈ Zk−1(L•) with ιk−1(l) = dMk (m) for an m ∈Mkwith πk(m) = n.
(19)

2

The connecting homomorphism is called connecting homomorphism because it connects the ho-
mologies Hn(L•), Hn(M•), Hn(N•) for different n ∈ N, as shown below. Although its construc-
tion appears to be technical and not very intuitive, it has a direct interpretation as a natural
transformation of between certain functors. As it assigns to a short exact sequence of chain
complexes 0 → L•

ι•−→ M•
π•−→ N → 0 a collection of morphisms ∂k : Hk(N•) → Hk−1(N•), the

relevant functors should associate to the short exact sequence of chain complexes the homologies
Hk(N•) and Hk−1(L•) and to a triple of chain maps f• : L• → L′•, g• : M• →M ′

•, h : N• → N ′•
that satisfy a compatibility condition with the structure of the short exact sequence the associ-
ated R-module morphisms Hk(h•) : Hk(N•) → Hk(N

′
•) and Hk−1(f•) : Hk−1(L•) → Hk−1(L′•).

The following lemma shows that the defining condition of a natural transformation is indeed
satisfied by the connecting homomorphisms.
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. . .
Hn+2(π•)// Hn+2(N•)

∂n+2

// Hn+1(L•)
Hn+1(ι•)// Hn+1(M•)

Hn+1(π•)// Hn+1(N•)
∂n+1

// Hn(L•)
Hn(ι•) // Hn(M•)

Hn(π•) // Hn(N•)
∂n

// Hn−1(L•)
Hn−1(ι•)// Hn−1(M•)

Hn−1(π•)// Hn−1(N•)
∂n−1

// Hn−2(L•)
Hn−2(ι•) // . . .

The connecting homomorphism.

Lemma 2.3.12: Let 0 → L•
ι•−→ M•

π•−→ N → 0 and 0 → L′•
ι′•−→ M ′

•
π′•−→ N ′ → 0 short exact

sequences of chain complexes in R-Mod and f• : L• → L′•, g• : M• → M ′
• and h : N• → N ′•

chain maps such that the diagram

0 // L•

f•
��

ι• //M•

g•
��

π• // N•

h•
��

// 0

0 // L′•
ι′• //M ′

•
π′• // N ′• // 0.

(20)

commutes. Denote by ∂k : Hk(N•) → Hk−1(L•) and ∂
′
k : Hk(N

′
•) → Hk−1(L′•) the associated

connecting homomorphisms. Then for all k ∈ Z the following diagram commutes

Hk(N•)

Hk(h•)
��

∂k // Hk−1(L•)

Hk−1(f•)
��

Hk(N
′
•)

∂
′
k

// Hk−1(L′•).

Proof:
The commutativity of diagram (20) implies hk ◦ πk = π′k ◦ gk, gk ◦ ιk = ι′k ◦ fk for all k ∈ Z.
For any n ∈ Zk(N•), we have by definition (19) of the connecting homomorphism ∂k([n]k) =
[l]k−1, where l ∈ Zk−1(L•) satisfies ιk−1(l) = dMk (m) for an m ∈ Mk with πk(m) = n. This
gives Hk−1(f•) ◦ ∂k([nk]) = [fk−1(l)]k−1. On the other hand, the commutativity of (20) implies
hk(n) = hk◦πk(m) = π′k◦gk(m) and dM

′

k ◦gk(m) = gk−1◦dMk (m) = gk−1◦ιk−1(l) = ι′k−1◦fk−1(l).
With definition (19) of the connecting morphism, this gives

∂
′
k ◦Hk(h•)([n]k) = ∂

′
k([hk(n)]) = [fk−1(l)]k−1 = Hk−1(f•) ◦ ∂k([n]k).

2
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Corollary 2.3.13: Let C be the category with short exact sequences of chain complexes in
R-Mod 0 → L•

ι•−→ M•
π•−→ N• → 0 as objects and triples of chain maps f• : L• → L′•,

g• : M• →M ′
•, h• : N• → N ′• for which the diagram (20) commutes as morphisms.

Then for all k ∈ Z, the homologies define functors H
(s)
k , H

(t)
k : D → R-Mod, that assign to

a short exact sequence 0 → L•
ι•−→ M•

π•−→ N• → 0, the kth homologies Hk(L•) and Hk(N•),
respectively, and to a triple of chain maps (f•, g•, h•) the morphisms Hk(f•) : Hk(L•)→ Hk(L

′
•)

and Hk(h•) : Hk(N•)→ Hk(N
′
•). The connecting homomorphism ∂k : Hk(N•)→ Hk−1(L•) is a

natural transformation ∂k : H
(t)
k → H

(s)
k−1.

Lemma 2.3.12 also allows us to relate the long exact sequences of homologies associated to two
short exact sequences with compatible triples of chain maps between them. One finds that the
induced R-module morphisms between the homologies are chain maps between the associated
long exact sequences of homologies.

Corollary 2.3.14: Let 0 → L•
ι•−→ M•

π•−→ N → 0 and 0 → L′•
ι′•−→ M ′

•
π′•−→ N ′ → 0 be short

exact sequences of chain complexes in R-Mod and f• : L• → L′•, g• : M• → M ′
•, h : N• → N ′•

chain maps such that diagram (20) commutes. Then for all k ∈ Z, the following diagram
commutes

. . .
Hk+1(ι•)// Hk+1(M•)

Hk+1(g•)
��

Hk+1(π•)// Hk+1(N•)

Hk+1(h•)
��

∂k+1 // Hk(L•)

Hk(f•)
��

Hk(ι•)// Hk(M•)

Hk(g•)
��

Hk(π•)// Hk(N•)
∂k //

Hk(h•)
��

. . .

. . .
Hk+1(ι′•)

// Hk+1(M ′
•)Hk+1(π′•)

// Hk+1(N ′•)
∂
′
k+1

// Hk(L
′
•) Hk(ι′•)

// Hk(M
′
•)Hk(π′•)

// Hk(N
′
•)

∂
′
k

// . . . .

Proof:
The commutativity of diagram (20) implies Hk(h•) ◦ Hk(π•) = Hk(π

′
•) ◦ Hk(g•) and

Hk(g•) ◦Hk(ι•) = Hk(ι
′
•) ◦Hk(f•) for all k ∈ Z, which means that the two outer squares in the

diagram commute. The two inner squares commute by Lemma 2.3.12. 2

2.4 Exercises for Chapter 2

Exercise 1: Let C be a groupoid with a single object X and set G = (EndC(X), ◦).

(a) Show that a functor F : C → Set is the same as a group action of G on the set F (X).
(b) Show that a functor F : C → VectF is the same as a representation of G on F (X).
(c) Show that a functor F : C → Grp is the same as a group homomorphism from G to the

group Aut(H) of group automorphisms of the group H = F (X).
(d) For (a), (b), (c), characterise the natural transformations between functors F,G : C →

Set, VectF, Grp.

Exercise 2: Let G be a group and � : G×X → X a group action of G on a set X, i. e.

(g · h) � x = g � (h� x), e� x = x ∀g, h ∈ G, x ∈ X.

Show that the category C with elements of X as objects, morphisms HomC(x, y) = {g ∈ G :
g� x = y} and the composition of morphisms given by the group multiplication is a groupoid,
the so-called action groupoid for the group action of G on X.
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Exercise 3: Let C be a groupoid. Show that for any two objects X, Y of C with HomC(X, Y ) 6=
∅, the groups HomC(X,X) and HomC(Y, Y ) with the composition of morphisms as group mul-
tiplication are isomorphic.

Exercise 4: Let C,D be groupoids and F,G : C → D a functors. Show that for all objects
X of C the associated maps F : HomC(X,X) → HomD(F (X), F (X)), G : HomC(X,X) →
HomD(G(X), G(X)) are group homomorphisms and determine the relation between these group
homomorphisms that arises from a natural transformation η : F → G.

Exercise 5: Let C be a category and gi : W → Xi (hi : Xi → Y ) for i = 1, 2 two morphisms
in C. Show that the pushout (pullback) of these morphisms is determined uniquely up to
isomorphism by its universal property.

Exercise 6: Let G be a group. The commutator subgroup of G is the subgroup [G,G]
generated by the elements [g, h] = g · h · g−1 · h−1 for g, h ∈ G

[G,G] = {[gn, hn] · [gn−1, hn−1] · · · [g1, h1] : n ∈ N, gi, hi ∈ G for all i ∈ {1, ..., n}}.

(a) Show that the commutator subgroup is a normal subgroup of G and that the factor group
G/[G,G] is abelian.

(b) Denote by π : G → G/[G,G], g → g[G,G] the canonical surjection. Show that for every
group homomorphism f : G→ H there is a unique group homomorphism f̃ : G/[G,G]→
H/[H,H] with f̃ ◦ πG = πH ◦ f .

(c) Show that the assignments G → G/[G,G], f → f̃ define a functor F : Grp → Ab and a
functor F : Grp→ Grp, the abelianisation functor.

(d) Show that the canonical surjections πG : G → G/[G,G] define a natural transformation
between the identity functor idGrp : Grp→ Grp and the functor F : Grp→ Grp.

Exercise 7: Give a presentation of the following groups in terms of generators and relations:

(a) Z/nZ with n ∈ N,
(b) Z× Z,
(c) Z/nZ× Z/mZ with n,m ∈ N,
(d) the symmetric group S3,
(e) the commutator subgroup [F2, F2], where F2 is the free group with two generators.

Exercise 8: Prove the 5-Lemma: For any unital ring R and a commutative diagram of
R-Modules and R-Modulhomomorphisms of the form

A
f //

α
��

B
g //

β
��

C

γ
��

h // D

δ
��

k // E

ε
��

A′
f ′ // B′

g′ // C ′ h′ // D′ k′ // E ′

with exact rows, the following implications hold:

(i) If β, δ are monomorphisms and α an epimorphism, then γ is a monomorphism.

(ii) If β, δ are epimorphisms and ε a monomorphism, then γ is an epimorphism.

(iii) If α an epimorphism, ε a monomorphism and β, δ are isomorphisms, then γ is an isomor-
phism.
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Exercise 9: Prove the 9-Lemma: Let R be a unital ring and

A′ �
� ιA //

φ1
��

A
πA // //

φ2

��

A′′

φ3
��

B′ �
� ιB //

ψ1

��

B
πB // //

ψ2

��

B′′

ψ3

��
C ′ �
� ιC // C

πC // // C ′′,

a commutative diagram with exact rows in R-Mod such that ψi ◦ φi = 0 für i = 1, 2, 3. If two
columns are short exact sequences, then the third column is also a short exact sequence.

Exercise 10: Let R be a unital ring, ChR-Mod the category of chain complexes and chain
maps in R-Mod and C a category.

(a) Prove that a functor F : C → ChR-Mod is the same as a family of functors Fn : C → R-Mod,
n ∈ Z, together with natural transformations ηn : Fn → Fn−1 satisfying ηn−1 ◦ ηn = 0.

(b) Prove that a natural transformation between functors F, F ′ : C → Chr-Mod is the same as a
family of natural transformations κn : Fn → F ′n such that κn−1 ◦ ηn = ηn ◦ κn for all n ∈ Z.

Exercise 11: Let R be a unital ring. One says a short exact sequence 0→ A
ι−→M

p−→ B → 0
of R-modules and R-module morphisms splits if there is a R-module isomorphism φ : M →
A⊕B such that the following diagram commutes

0 // A

ι′ ##

ι //M

φ
��

p // B // 0

A⊕B
p′

;; ,

where ι′ : A → A ⊕ B, a 7→ (a, 0) and p′ : A ⊕ B → B, (a, b) → b. Show that the following
statements are equivalent:

(i) The short exact sequence 0→ A
ι−→M

p−→ B → 0 splits.
(ii) The projection p : M → B has a right inverse.
(iii) the injection ι : A→M has a left inverse.

Exercise 12: Let R be a unital ring, (X•, d•), (Y•, d
′
•) chain complexes in R-Mod and p ∈ Z.

We define a chain complex (Tp(X•), Tp(d•)) as follows

Tp(X•)n = Xn+p, Tp(d•)n = (−1)pdn+p ∀n ∈ Z.

and for every chain map f• : (X•, d•)→ (Y•, d
′
•) a chain map

Tp(f•) : (Tp(X•), Tp(d•))→ (Tp(Y•), Tp(d
′
•)), Tp(f•)n = fn+p.

Show that this defines a functor Tp : ChR-Mod → ChR-Mod that satisfies

Hn(Tp(X•)) = Hn+p(X•).

This functor is called the translation functor.

Exercise 13: Let n,m ∈ N. Prove that the tensor product of the abelian groups Z/mZ and
Z/nZ is given by

Z/nZ⊗ Z/mZ ∼= Z/gcm(m,n)Z,
where gcm(m,n) is the greatest comon divisor of n and m.
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3 The fundamental groupoid and the fundamental group

3.1 Homotopies and homotopy equivalences

When considering topological spaces, one generally does not distinguish homeomorphic topo-
logical spaces - as their topologies are in bijection, there is no possibility to distinguish them
by their topological properties. This corresponds to isomorphism classes of objects in the cat-
egory Top. In this section, we will find an equivalence relation on the set of continuous maps
f : X → Y that allows us to weaken this classification as described in Example 2.1.3, 5. by
replacing the category of topological spaces with a certain quotient category.

Concretely, two continuous maps f : X → Y will be regarded as equivalent, if there is a one-
parameter family of continuous maps from X to Y that relates them, possibly subject to the
additional requirement that the value on certain subspaces remains constant. This leads to the
notion of homotopies and homotopy equivalences.

Definition 3.1.1: Let X, Y be topological spaces, A ⊂ X a subspace with inclusion
iA : A→ X and f, g : X → Y continuous maps with f ◦ iA = g ◦ iA.

1. A homotopy from f to g relative to A is a continuous map h : [0, 1] × X → Y ,
(t, x) 7→ h(t, x) with

h(0, x) = f(x), h(1, x) = g(x), h(t, a) = f(a) = g(a) ∀x ∈ X, a ∈ A, t ∈ [0, 1].

2. If there is a homotopy relative to A from f to g, then f, g are called homotopic relative
to A, and one writes f ∼A g.

3. For A = ∅, one speaks of homotopy and homotopic instead of homotopy relative to ∅
and homotopic relative to ∅, and one writes f ∼ g instead of f ∼∅ g.

4. Continuous maps f : X → Y that are homotopic to a constant map g : X → Y are
called null homotopic.

Example 3.1.2:

1. Let exp : [0, 1] → S1, x 7→ e2πix = cos(2πx) + i sin(2πx) be the exponential map. Then
exp : [0, 1] → S1 is homotopic to the constant map c1 : [0, 1] → S1, t 7→ 1 with the
homotopy

h : [0, 1]× [0, 1]→ S1, h(t, x) = e2πi(1−t)x.

We will see later that exp is not homotopic to c1 relative to the subspace {0, 1} ⊂ [0, 1].

2. Let X be a topological space and A ⊂ X a subspace. If Y ⊂ Rn is convex, then any two
maps f, g : X → Y with f |A = g|A are homotopic relative to A with the homotopy

h : [0, 1]×X → Y, h(t, x) = t f(x) + (1− t) g(x).

3. If X ⊂ Rn is star shaped with respect to p ∈ X, i. e. for all x ∈ X the line segment
[x, p] = {t x + (1 − t)p : t ∈ [0, 1]} connecting x and p is contained in X, then any
continuous map f : X → Y is null homotopic with the homotopy

h : [0, 1]×X → Y, h(t, x) = f(t x+ (1− t) p).
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4. If f, g : X → Y are homotopic relative to A ⊂ X, then for any continuous map k : Y → Z,
the maps k ◦ f, k ◦ g : X → Z are homotopic relative to A. If h : [0, 1] × X → Y is a
homotopy from f to g relative to A, then k ◦ h : [0, 1]×X → Z is a homotopy from k ◦ f
to k ◦ g relative to A.

5. If f, g : Y → Z are homotopic relative to B ⊂ Y and d : X → Y is a continuous map
with d(A) ⊂ B, then the maps f ◦ d, g ◦ d : X → Z are homotopic relative to A. If
h : [0, 1]× Y → Z is a homotopy from f to g relative to B, then h ◦ d : [0, 1]×X → Z is
a homotopy from f ◦ d to g ◦ d relative to A.

6. If h1 : [0, 1] × X1 → Y1 is a homotopy from f1 to g1 relative to A1 ⊂ X1 and h2 :
[0, 1]×X2 → Y2 is a homotopy from f2 to g2 relative to A2 ⊂ X2, then h : [0, 1]×X1×X2 →
Y1 × Y2, (t, x1, x2) 7→ (h1(t, x1), h2(t, x2)) is a homotopy from f1 × f2 to g1 × g2 relative
to A1 × A2.

Before considering specific examples of homotopies, we investigate their general properties. The
first observation is that homotopies define an equivalence relation on the set of continuous maps
f : X → Y and the second is that this equivalence relation is compatible with the compositions
of maps in the sense of Example 2.1.3, 5.

Proposition 3.1.3: Let X, Y be topological spaces and A ⊂ X a subspace. Then ∼A is an
equivalence relation on the set C(X, Y ) of continuous maps f : X → Y .

Proof:
• Symmetry: Every map f : X → Y is homotopic to itself relative to A with the trivial
homotopy h : [0, 1]×X → Y , h(t, x) = f(x) for all t ∈ [0, 1], x ∈ X.

• Reflexivity: If h : [0, 1]×X → Y is a homotopy from f : X → Y to g : X → Y relative to
A, then h : [0, 1]×X → Y , h(t, x) = h(1− t, x) is a homotopy from g to f relative to A. It is
continuous as a composite of continuous functions and satisfies for all t ∈ [0, 1], x ∈ X, a ∈ A

h(0, x) = h(1, x) = g(x), h(1, x) = h(0, 1) = f(x), h(t, a) = h(1− t, a) = f(a) = g(a)

• Transitivity: If h, h′ : [0, 1] × X → Y are homotopies relative to A from f : X → Y to
g : X → Y and from g : X → Y to k : X → Y , respectively, then the map

h′′ : [0, 1]×X → Y, h′′(t, x) =

{
h(2t, x) t ∈ [0, 1

2
]

h′(2t− 1, x) t ∈ (1
2
, 1].

is a homotopy relative to A from f to k. It is continuous since h, h′ are continuous and h(1, x) =
g(x) = h′(0, x). Moreover, it satisfies for all t ∈ [0, 1], a ∈ A, x ∈ X

h′′(0, x) = h(0, x) = f(x), h′′(1, x) = h′(1, x) = k(x), h′′(t, a) = f(a) = k(a).

This shows that h′ is a homotopy from f to k relative to A. 2

Proposition 3.1.4: Let X, Y, Z be topological spaces and A ⊂ X, B ⊂ Y subspaces. If
f, f ′ : X → Y are continuous maps with f(A), f ′(A) ⊂ B that are homotopic relative to A and
g, g′ : Y → Z continuous maps that are homotopic relative to B, then g ◦ f, g′ ◦ f ′ : X → Z are
homotopic relative to A.
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Proof:
Let hf : [0, 1] × X → Y be a homotopy from f to f ′ relative to A and hg : [0, 1] × Y → Z a
homotopy from g to g′ relative to B. Then the map

h : [0, 1]×X → Z, h(t, x) = hg(t, hf (t, x))

is continuous as a composite of continuous functions and satisfies for all t ∈ [0, 1], x ∈ X, a ∈ A:

h(0, x) = hg(0, hf (0, x)) = g(hf (0, x)) = g ◦ f(x)

h(1, x) = hg(1, hf (1, x)) = g′(hf (1, x)) = g′ ◦ f ′(x)

h(t, a) = hg(t, hf (t, a)) = hg(f(a)) = hg(f
′(a)) = g ◦ f(a) = g′ ◦ f ′(a).

This shows that h : [0, 1]×X → Z is a homotopy from g ◦ f to g′ ◦ f ′ relative to A. 2

By combining Propositions 3.1.3 and 3.1.4, we find that homotopic defines an equivalence
relation on each set Hom(X, Y ) in the category Top that is compatible with the composition
of morphisms in the sense of Example 2.1.3, 5. This allows us to construct a quotient category
hTop whose objects are topological spaces and whose morphisms between objects X and Y are
homotopy equivalence classes of morphisms f : X → Y . This category is called the homotopy
category. The composition in hTop is given by the composition of continuous maps, [g]◦ [f ] =
[g ◦ f ] for all continuous maps f : X → Y and g : Y → Z. The identity morphisms are the
homotopy equivalence classes of the identity maps, 1X = [idX ] for all topological spaces X.
Isomorphisms in hTop are homotopy equivalence classes of continuous maps f : X → Y for
which there exists a continuous map g : Y → X such that g ◦ f and f ◦ g are homotopic to,
respectively idX and idY . Such maps are called homotopy equivalences.

Similarly, we can consider the category Top(2) of pairs of topological spaces, where objects are
pairs (X,A) of a topological space X and a subspace A ⊂ X and morphisms from (X,A) to
(Y,B) continuous maps f : X → Y with f(A) ⊂ B. Then Propositions 3.1.3 and 3.1.4 imply
that homotopic relative to A defines an equivalence on each set Hom((X,A), (Y,B)) that is
compatible with the composition of morphisms. We obtain an associated quotient category,
the category hTop(2) with the same objects as Top(2) and homotopy classes relative to A of
morphisms f : (X,A)→ (Y,B) as morphisms. Isomorphisms in hTop(2) are equivalence classes
of homotopy equivalences relative to A, i. e. of continuous maps f : X → Y with f(A) ⊂ B
such that there is a g : Y → X with g(B) ⊂ A and g ◦ f ∼A idX , f ◦ g ∼B idY .

Definition 3.1.5: Let X, Y be topological spaces.

1. A continuous map f : X → Y is called a homotopy equivalence if there is a continuous
map g : X → Y with g ◦ f ∼ idX and f ◦ g ∼ idY .

2. If there is a homotopy equivalence f : X → Y , then X and Y are called homotopy
equivalent or of the same homotopy type, and we write X ' Y .

3. A topological space X is called contractible if it is homotopy equivalent to a point.

Remark 3.1.6:

1. Homotopy equivalence is an equivalence relation.
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2. Any homeomorphism f : X → Y is a homotopy equivalence between X and Y but the
converse is not true. This implies that classification of topological spaces up to homotopy
type is a weaker classification than their classification up to homeomorphism.

Example 3.1.7: Any convex subspace X ⊂ Rn is contractible, since for any p ∈ X map
f : X → {p}, x 7→ p is a homotopy equivalence. With g : {p} → X, p 7→ p, one has f ◦g = id{p}
and h : [0, 1] ×X → X, h(t, x) = tx + (1 − t)p is a homotopy from g ◦ f : X → X, x 7→ p to
idX by Example 3.1.2, 2. This implies in particular Rn ' Rm for all n,m ∈ N. However, we will
see later that Rm is not homeomorphic to Rn for n 6= m.

In order to consider more interesting topological spaces and to show that they are homotopy
equivalent, we need simple examples of homotopy equivalences that are easily visualised. Such
examples are given by deformation retracts, which can be imagined as subspaces of a topological
spaces that are obtained by melting or compressing it to the subspace.

Definition 3.1.8: Let X be a topological space and A ⊂ X a subspace with inclusion map
iA : A→ X. Then A is called

1. a retract of X if there exists a retraction r : X → A, a continuous map r : X → A
with r ◦ iA = idA,

2. a deformation retract of X, if there is a retraction r : X → A for which iA ◦ r 'A idX .

Remark 3.1.9:

1. As a retraction r : X → A satisfies r ◦ iA ◦ r = r, retractions can be viewed as the
topological counterparts of projection operators.

2. A retraction r : X → A with iA ◦ r ' idX is a homotopy equivalence, which implies in
particular that all deformation retractions are homotopy equivalences.

Example 3.1.10:

1. For any topological space X and any point p ∈ X, the set {p} ⊂ X is a retract of X
with retraction r : X → {p}, x 7→ p. The subspace {p} ⊂ X is homotopy equivalent to
X if and only if X is contractible.

2. The n-sphere Sn is a deformation retract of (Rn+1)×. The map r : (Rn+1)× → Sn,
x 7→ x/||x|| is a retraction since r ◦ iSn = idSn , and

h : [0, 1]× (Rn+1)× → (Rn+1)×, h(t, x) = tx+ (1− t)x/||x||

is a homotopy relative to Sn from iSn ◦ r : (Rn+1)× → (Rn+1)× to id(Rn+1)× . This shows
that Sn and (Rn+1)× are of the same homotopy type but they cannot be homeomorphic
since S1 is compact and (Rn+1)× is not.

3. S1×{0} is a deformation retract of the cylinder S1×R. The map r : S1×R→ S1×{0},
(x, y, z) 7→ (x, y, 0) is a retraction since r ◦ iS1 = idS1×{0} : S1 × {0} → S1 × {0}, and

h : [0, 1]× S1 × R→ S1 × R, h(t, x, y, z) = (x, y, tz)

is a homotopy from iS1×R ◦ r : S1 × R→ S1 × R to idS1×R relative to S1 × {0}.
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The last example is a special case of a more general construction, namely mapping cylinders
of continuous maps f : X → Y . They are obtained by attaching the “cylinder” [0, 1] × X to
the topological space Y with the associated map f̃ : X × {1} → Y , (x, 1) 7→ f(x) and can be
easily visualised. As the topological space Y is a deformation retract of the mapping cylinder,
the mapping cylinder is homotopy equivalent to Y .

X x {1}

X x {0}

Y

f

Cf

Example 3.1.11: The mapping cylinder of a continuous map f : X → Y is the topological
space Cf = (X × [0, 1]) ∪f̃ Y obtained by attaching X × [0, 1] to Y with the attaching map

f̃ : X × {1} → Y , (x, 1) 7→ f(x). Y is a deformation retract of Cf .

To see this, consider the continuous maps r1 : X × [0, 1] → Y , (x, t) 7→ f(x) and r2 = idY :
Y → Y . As r1(x, 1) = r2 ◦ f̃(x, 1) = r2 ◦ f(x) for all x ∈ X, the universal property of attaching
implies that there is a unique map r : Cf → Y with r◦π ◦ iX×[0,1] = r1 and r◦π ◦ iY = r2 = idY .
Hence r : Cf → Y is a retraction. Consider now the maps

h1 : [0, 1]×X × [0, 1]→ X × [0, 1], (s, x, t) 7→ (x, (1− s)t+ s),

h2 : [0, 1]× Y → Y, (s, y) 7→ y.

By composing the sum map h1 + h2 : [0, 1] × ((X × [0, 1]) + Y ) → (X × [0, 1]) + Y with the
canonical surjection π : (X × [0, 1]) + Y → Cf , one obtains a continuous map π ◦ (h1 + h2) :
[0, 1]× ((X × [0, 1]) + Y )→ Cf , which satisfies

π ◦ (h1 + h2)(s, x, 1) = [(x, 1)] = [f(x)] = π ◦ (h1 + h2)(s, f(x)) ∀x ∈ X, s ∈ [0, 1]

and hence induces a unique continuous map h : [0, 1]×Cf → Cf with h◦(id[0,1]×π) = π◦(h1+h2).
We have for all x ∈ X, s ∈ [0, 1]

h(0, [(x, t)]) = π ◦ h1(0, x, t) = [(x, t)],

h(1, [(x, t)]) = π ◦ h1(1, x, t) = [(x, 1)] = [f(x)],

h(s, [(x, 1)]) = π ◦ h1(s, x, 1) = [(x, 1)] = [f(x)].

This shows that h : [0, 1]×Cf → Cf is a homotopy from idCf : Cf → Cf to π ◦ iY ◦ r : Cf → Cf
relative to π ◦ iY (Y ) ⊂ Cf . As π ◦ iY : Y → Cf is an embedding, this shows that Y and Cf are
homotopy equivalent.

The following example shows that a subspace A ⊂ X that is a retract of X with a retraction
r : X → A that is a homotopy equivalence does not have to be a deformation retract of X.
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Example 3.1.12: The comb space is the topological space

C = ({0} × [0, 1]) ∪ (∪n∈N{1/n} × [0, 1]) ∪ ([0, 1]× {0}) ⊂ R2

The subspace A = {(0, 1)} ⊂ C is a retract of C with a retraction r : C → A that is a homotopy
equivalence, but A is not a deformation retract of C.

To show that A is a retract of C, it is sufficient to construct a retraction r : C → {0} × [0, 1],
since {0}× [0, 1] ≈ [0, 1] is convex and therefore contractible to any point p ∈ [0, 1] by Example
3.1.7. Such a retraction is given by r : C → {0} × [0, 1], (x, y) 7→ (x, 0). The continuous map
h : [0, 1]× C → C, (t, x, y) 7→ (x, (1− t)y) is a homotopy from idC : C → C to i[0,1]×{(1,0)} ◦ r :
C → C, and therefore C is homotopy equivalent to {0} × [0, 1] and to A.

Suppose now that h : [0, 1] × C → C is a homotopy from idC : C → C to iA ◦ r : C → C
relative to A = {(0, 1)}. Then h satisfies h(0, x, y) = (x, y) and h(1, x, y) = h(t, 0, 1) = (0, 1)
for all t ∈ [0, 1], (x, y) ∈ C. As [0, 1] is compact and C ⊂ R2 is compact as a closed and
bounded subset of R2, it follows that h : [0, 1] × C → C is uniformly continuous and hence
there is a δ > 0 with ||h(t, x, y)− h(t′, x′, y′)|| < 1/2 for all (t, x, y), (t′, x′, y′) ∈ [0, 1]× C with
|t − t′|, |x − x′|, |y − y′| < δ. This implies ||h(t, 1/n, 1) − h(t, 0, 1)|| < 1/2 for all n > 1/δ and
all t ∈ [0, 1], which is a contradiction to h(0, 1/n, 1) = (1/n, 1) and the continuity of h. Hence
A = {(0, 1)} is not a deformation retract of C.

3.2 Fundamental group(oid)s

In the following, we will use continuous maps and homotopies between them to characterise and
distinguish topological spaces. The simplest possible continuous map into a topological space X
is a map {p} → X from the point space into X. However, such maps do not contain sufficient
information - they only allow one to determine the number of components of X. This leads us to
the consideration of continuous maps γ : [0, 1]→ X from the unit interval into X, i. e. paths in
X. As we are not interested in the exact shape of the paths nor in their parametrisation, we will
consider them up to continuous deformations which keep their endpoints fixed, i. e. homotopies
h : [0, 1]× [0, 1]→ X relative to {0, 1}.

The basic idea is to use such paths to to probe the topological space. We will see later that
“holes” in a topological space X present an obstruction to homotopies between certain paths
in X. Although there are higher-dimensional analogues, the advantage of working with low-
dimensional objects such as paths is that they are much simpler to compute with than their
higher-dimensional analogues. We start by considering the basic operations on paths.

Definition 3.2.1: Let X be a topological space.
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1. A path in X is a continuous map γ : [0, 1] → X. It is called closed path or loop if
γ(0) = γ(1) and open path otherwise.

2. If γ, δ : [0, 1]→ X are paths with δ(0) = γ(1), then their composite is the path

δ ? γ : [0, 1]→ X, δ ? γ(t) =

{
γ(2t) t ∈ [0, 1

2
)

δ(2t− 1) t ∈ [1
2
, 1].

The reversed path for γ : [0, 1] → X is the path γ : [0, 1] → X, γ(t) = γ(1 − t),
and the trivial path based at p ∈ X is the path γp : [0, 1]→ X, γp(t) = p for all t ∈ [0, 1].

3. A topological space X is called path connected if for any p, q ∈ X, there is a path
γ : [0, 1]→ X with γ(0) = p and γ(1) = q.

The existence of a composition law, of reversed paths and of trivial paths suggests a group or
groupoid structure associated with paths in a topological space X. However, we will see in the
following that the composition of paths is not associative, composing a path with a trivial path
changes the path and composing a path and a reversed path does not yield a trivial path - all of
these hold only up to parametrisation. The other disadvantage of the paths is that they contain
too much irrelevant information. We are interested in the paths only up to parametrisation
and continuous deformations that keep the endpoints fixed. For this reason, we consider the
corresponding homotopy equivalence classes.

Definition 3.2.2: Let γ, γ′ : [0, 1] → X be paths with γ(0) = γ′(0) and γ(1) = γ′(1).
Then a homotopy (with fixed endpoints) from γ to γ′ is a homotopy from γ to γ′ relative to
{0, 1} ⊂ [0, 1]. If there exists a homotopy between paths γ, γ′ then γ, γ′ are called homotopic,
γ ∼ γ′. Paths that are homotopic to a trivial path are called null homotopic.

β

δ

Homotopy with fixed endpoints from β : [0, 1] → X to δ : [0, 1] → X. The dashed lines
correspond to the paths hs : [0, 1] → X, hs(t) = h(t, s) and the dotted lines to the paths
ht : [0, 1]→ X, ht(s) = h(t, s).

Remark 3.2.3:

1. For all p, q ∈ X “homotopic” is an equivalence relation on the set P (p, q,X) of paths
γ : [0, 1]→ X with starting point γ(0) = p and end point γ(1) = q.
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2. Reparametrisations are homotopies. For any path γ : [0, 1] → X and any continuous
map f : [0, 1] → [0, 1] with f(0) = 0 and f(1) = 1 the map h : [0, 1] × [0, 1] → X,
(s, t) 7→ γ(s f(t) + (1− s) t) is a homotopy from γ to γ ◦ f relative to {0, 1}.

If we replace paths in the topological space X by the associated homotopy classes (with fixed
endpoints) we obtain the structure of a groupoid with points of X as objects and homotopy
classes of paths as morphisms. In particular, for each point x ∈ X, the homotopy classes of
loops based at X form a group.

Proposition 3.2.4: Let X be a topological space. By taking points in X as objects, ho-
motopy classes of paths in X as morphisms and the composition of morphisms induced by
the composition of paths, one obtains a groupoid Π1(X), the fundamental groupoid of X.
In particular, for any x ∈ X, the homotopy classes of loops based at x form a group, the
fundamental group π1(x,X) = HomΠ1(X)(x, x).

Proof:
1. Composition of morphisms: Let γ, γ′, δ, δ′ : [0, 1] → X be paths with δ(0) = δ′(0) =
γ(1) = γ′(1) and hγ, hδ : [0, 1] × [0, 1] → X homotopies from γ to γ′ and δ to δ′. Define
h : [0, 1]× [0, 1]→ X by

δ(1)

tγ δ

γ′ δ′

γ(0)

s

hγ hδ
h(s, t) =

{
hγ(s, 2t) t ∈ [0, 1

2
)

hδ(s, 2t− 1) t ∈ [1
2
, 1]

or, graphically,

Then h is a homotopy from δ ? γ to δ′ ? γ′ relative to {0, 1}, and hence δ ? γ ∼{0,1} δ′ ? γ′. This
shows that the composition of morphisms, [δ] ◦ [γ] = [δ ? γ], is well-defined.

2. Associativity: To show that the composition of morphisms is associative, consider paths
ε, δ, γ : [0, 1]→ X with ε(0) = δ(1) and δ(0) = γ(1). Then one has

ε ? (δ ? γ)(t) =


γ(4t) t ∈ [0, 1

4
)

δ(4t− 1) t ∈ [1
4
, 1

2
)

ε(2t− 1) t ∈ [1
2
, 1]

(ε ? δ) ? γ(t) =


γ(2t) t ∈ [0, 1

2
)

δ(4t− 2) t ∈ [1
2
, 3

4
)

ε(4t− 3) t ∈ [3
4
, 1],

(21)

and a homotopy h : [0, 1]× [0, 1]→ X from ε ? (δ ? γ) to (ε ? δ) ? γ relative to {0, 1} is given by

ε(1)

tγ δ ε

γ δ ε

γ(0)

s

γ δ ε

This shows that ε?(δ?γ) ∼{0,1} (ε?δ)?γ and hence the composition of morphisms is associative.
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3. Identity morphisms: The identity morphism 1p for p ∈ X is given by the equivalence class
[γp] of the trivial path based at p. For paths γ, δ : [0, 1]→ X with γ(0) = δ(1) = p, we have

γ ? γp(t) =

{
γ(0) = p t ∈ [0, 1

2
)

γ(2t− 1) t ∈ [1
2
, 1]

γp ? δ(t) =

{
δ(2t) t ∈ [0, 1

2
)

δ(1) = p t ∈ [1
2
, 1]

, (22)

and homotopies from γ ? γp to γ and γp ? δ to δ relative to {0, 1} are given by

γ(1)

tp γ

γ

p

s

p

γ p

t
δ p

δ

δ(0)

s

δ

p

This proves γ ? γp ∼{0,1} γ and γp ? δ ∼{0,1} δ and shows that 1p = [γp] has the properties of an
identity morphism. Hence, Π1(X) is a category.

4. Inverses: To show that every morphism in Π1(X) has an inverse, consider a path γ : [0, 1]→
X with γ(0) = p, γ(1) = q and the reversed path γ : [0, 1]→ X. Then one has

γ ? γ(t) =

{
γ(2t) t ∈ [0, 1

2
)

γ(2t− 1) t ∈ [1
2
, 1]

γ ? γ(t) =

{
γ(2t) t ∈ [0, 1

2
)

γ(2t− 1) t ∈ [1
2
, 1],

(23)

and the following are homotopies from γ ? γ to γq and from γ ? γ to γq

p

tγ γ

p

p

s

γ γ

p
q

t
γ γ

q

q

s

γ γ

q

This proves γ ? γ ∼{0,1} γp and γ ? γ ∼{0,1} γq and, consequently, [γ] ◦ [γ] = 1p,
[γ] ◦ [γ] = 1q. This shows that Π1(X) is a groupoid and therefore for any object x, the
set π1(x,X) = HomΠ1(X)(x, x) with the composition of morphisms is a group. 2

The advantage of the fundamental groupoid compared to the fundamental group is that the
former is more canonical. It does not involve the choice of a basepoint and hence cannot depend
on such such a choice, while the fundamental groups associated two different basepoints may
differ. However, it turns out that the dependence of the fundamental group on the basepoint
is mild, when the underlying space is path connected. In this case, the fundamental groups at
different basepoints can be related by paths connecting the basepoints and one finds that they
are isomorphic.
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Proposition 3.2.5: Let X be a topological space. Then for any path γ : [0, 1]→ X, the map

Φ[γ] : π1(γ(0), X)→ π1(γ(1), X), [β] 7→ [γ] ◦ [β] ◦ [γ]

is a group isomorphism with the following properties:

1. It depends only on the homotopy class of γ relative to {0, 1}.
2. Φ1x = idπ1(x,X)

3. Φ[δ]◦[γ] = Φ[δ] ◦ Φ[γ] for all paths γ, δ with δ(0) = γ(1).

If X is path connected, this implies π1(x,X) ∼= π1(x′, X) for all x, x′ ∈ X. One speaks of the
fundamental group of X and writes π1(X) instead of π1(x,X).

Group isomorphism Φ[γ] : π1(γ(0), X) → π1(γ(1), X), [β] 7→ [γ] ◦ [β] ◦ [γ]. The dashed path
denotes γ, the dotted path β and the solid path γ ? β ? γ.

Proof:
That Φ[γ] depends only on the homotopy class of γ relative to {0, 1} follows directly from
its definition. The other statements follow from the the fact that Π1(X) is a groupoid and
π1(x,X) = HomΠ1(X)(x, x). For any groupoid C and any morphism g : X → Y in C, the map
Φg : HomC(X,X)→ HomC(Y, Y ), f 7→ g ◦ f ◦ g−1 is a group homomorphism since

Φg(f ◦ f ′) = g ◦ f ◦ f ′ ◦ g−1 = g ◦ f ◦ g−1 ◦ g ◦ f ′ ◦ g−1 = Φg(f) ◦ Φg(f
′)

Φg(1X) = g ◦ 1X ◦ g−1 = 1Y .

Moreover, for all morphisms f : X → X, h : Y → Z, one has

Φ1X (f) = 1X ◦ f ◦ 1−1
X = f, Φh◦g(f) = h ◦ g ◦ f ◦ g−1 ◦ h−1 = Φh(g ◦ f ◦ g−1) = Φh ◦ Φg(f).

Hence, the group homomorphism Φg−1 : HomC(Y, Y ) → HomC(X,X) is the inverse of the
group homomorphism Φg : HomC(X,X) → HomC(Y, Y ) and both group homomorphisms are
isomorphisms. 2

A particularly simple groupoid is a groupoid which contains exactly one morphism f : x→ x′

for any objects x, x′. A topological space X whose fundamental groupoid is of this form is
called 1-connected. It is clear that this condition is equivalent to the requirement that X is
path connected and that the fundamental group π1(x,X) is trivial for all x ∈ X. The former
holds if and only if for any two objects x, x′ in Π1(X) there is at least one morphism f : x→ x′.
As any pair of morphisms f : x → x′ and g : x′ → x yields a morphisms g ◦ f ∈ π1(x,X), the
fundamental group π1(x,X) is trivial for all x ∈ X if and only if HomΠ1(X)(x, x

′) contains at
most one morphism for all x, x′ ∈ X.
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Definition 3.2.6: A topological space X is called simply connected if all of its fundamen-
tal groups π1(x,X) are trivial and 1-connected if for any two objects x, x′ in the fundamental
groupoid Π1(x), HomΠ1(X)(x, x

′) contains exactly one morphism. This is equivalent to the con-
dition that X is path-connected and π1(x,X) is trivial for all x ∈ X.

Example 3.2.7: If X ⊂ Rn is star shaped, then X is 1-connected.

As there is a point p ∈ X with [p, x] ⊂ X for all x ∈ X, one has a path Px : [0, 1] → X,
Px(t) = (1 − t) p + t x from p to x and, consequently, a path Py ? Px : [0, 1] → X from x
to y for all x, y ∈ X. If γ : [0, 1] → X is a loop based at p, then h : [0, 1] × [0, 1] → X,
h(s, t) = (1 − s) p + sγ(t) is a homotopy from the trivial path γp : [0, 1] → X to γ relative to
{0, 1}, which shows that π1(x,X) ∼= π1(p,X) = {e} for all x ∈ X.

To determine the fundamental group(oid)s of more complicated topological spaces, we first need
to consider continuous maps between such spaces and to clarify how they interact with the
associated fundamental group(oid)s. The basic observation is that for any path γ : [0, 1] → X
and any continuous map f : X → Y , we obtain a path f ◦ γ : [0, 1]→ Y in Y .

This assignment is compatible with homotopies between paths and allows one to define a map
[γ] → [f ◦ γ] that associates homotopy equivalence classes of paths in Y to homotopy equiv-
alence classes of paths in X. Moreover, one finds that this assignment is compatible with the
composition of continuous maps and with homotopies between them. We obtain the following
theorem.

Theorem 3.2.8: Let X,Y ,Z be topological spaces. Then:

1. The assignments x 7→ f(x), [γ] 7→ [f ◦ γ] associate a functor Π1(f) : Π1(X) → Π1(Y ) to
each continuous map f : X → Y .

2. These functors satisfy: Π1(k ◦ f) = Π1(k)Π1(f) for all continuous maps f : X → Y ,
k : Y → Z, and Π1(idX) = idΠ1(X).

3. A homotopy h : [0, 1] × X → Y from f : X → Y to g : X → Y induces a natural
isomorphism Π1(h) : Π1(f)

∼−→ Π1(g).

Proof:
1. Π1(f) assigns an object f(x) in the groupoid Π1(Y ) to every object x of Π1(X) and a
morphism [f ◦ γ] from f(x) to f(y) to every morphism [γ] from x to y in Π1(X). To show
that this assignment is compatible with the composition of morphisms and identity morphisms,
consider paths γ, δ : [0, 1] → X with γ(1) = δ(0) and a trivial path γx : [0, 1] → X. Then the
identities f ◦ (δ ? γ) = (f ◦ δ) ? (f ◦ γ) and f ◦ γx = γf(x) imply

Π1(f)([δ] ◦ [γ]) = [f ◦ (δ ? γ)] = [(f ? δ) ? (f ◦ γ)] = [f ◦ δ] ◦ [f ◦ γ] = Π1(f)([δ]) ◦ Π1(f)([γ]),

Π1(f)(1x) = Π1(f)([γx]) = [f ◦ γx] = [γf(x)] = 1f(x) = 1Π1(x).

This proves that Π1(f) : Π1(X)→ Π1(Y ) is a functor.

2. To prove the second claim, note that Π1(k ◦ f)(x) = k ◦ f(x) = Π1(k)(Π1(f)(x)) and
Π1(idX)(x) = x for all x ∈ X. Moreover, for all paths γ : [0, 1]→ X, one has

Π1(k ◦ f)([γ]) = [k ◦ f ◦ γ] = Π1(k)([f ◦ γ]) = Π1(k)(Π1(f)([γ]))

Π1(idX)([γ]) = [idX ◦ γ] = [γ].

75



3. Define for all x ∈ X a path hx : [0, 1] → Y , hx(t) = h(t, x) in Y from f(x) = h(0, x) to
g(x) = h(1, x) and assign to the object x in Π1(X) the morphism [hx] : f(x)→ g(x) in Π1(Y ).
To prove that this defines a natural transformation Π1(h) : Π1(f) → Π1(g), we have to show
that the diagram

f(x)

Π1(f)([γ])

��

[hx] // g(x)

Π1(g)([γ])

��
f(y)

[hy ]
// g(y)

(24)

commutes for all paths γ : [0, 1]→ X with γ(0) = x and γ(1) = y. As this is equivalent to

[(g ◦ γ) ? hx] = Π1(g)([γ]) ◦ [hx] = [hy] ◦ Π1(f)([γ]) = [hy ? (f ◦ γ)],

it is sufficient to construct a homotopy relative to {0, 1} from (g ◦ γ) ? hx to hy ? (f ◦ γ). Such
a homotopy is given by

g ◦ γ
g(y)

t
hx g ◦ γ

f ◦ γ hy

f(x)

s

f ◦ γ
hγ(·1)(·2)h(s, t) =


f ◦ γ(2t) t ∈ [0, s

2
)

h(2t− s, γ(s)) t ∈ [ s
2
, s

2
+ 1

2
)

g ◦ γ(2t− 1) t ∈ [ s
2

+ 1
2
, 1]

This shows that Π1(h) : Π1(f) → Π1(g) is a natural transformation. That it is a natural
isomorphism follows directly from the fact that Π1(Y ) is a groupoid, i. e. [hx] : f(x) → g(x)
has an inverse [hx] : g(x)→ f(x) for all x ∈ X. 2

In particular, we can apply Theorem 3.2.8 to homotopy equivalences f : X → Y . In this case,
one has a continuous map g : Y → X with g ◦ f ∼ idX and f ◦ g ∼ idY . Theorem 3.2.8
then yields a pair of functors Π1(f) : Π1(X) → Π1(Y ), Π1(g) : Π1(Y ) → Π1(X) together with
natural isomorphisms κ : Π1(g)Π1(f)

∼−→ idX and η : Π1(f)Π1(g)
∼−→ Π1(idY ). In other words:

Corollary 3.2.9: If f : X → Y is a homotopy equivalence, then the associated functor
Π1(f) : Π1(X)→ Π1(Y ) is an equivalence of categories. If two topological spaces X and Y are
of the same homotopy type, then their fundamental groupoids Π1(X) and Π1(Y ) are equivalent.

We will now consider the implications of Theorem 3.2.8 and Corollary 3.2.9 for the fundamental
group π1(x,X) = HomΠ1(X)(x, x) of a topological space X based at x ∈ X. In this case, the
statement that Π1(f) : Π1(X) → Π1(Y ) is a functor implies that the map π1(x, f) = Π1(f) :
π1(x,X)→ π1(f(x), Y ) is a group homomorphism.

The second claim in Theorem 3.2.8 states that the composition of continuous maps corre-
sponds to the composition of group homomorphisms and that the identity map to the iden-
tity homomorphism. In other words: we obtain a functor π1 : Top∗ → Grp that assigns to
each pointed topological space (x,X) the fundamental group π1(x,X) and to each continuous
map f : X → Y with f(x) = y the group homomorphism π1(x, f) : π1(x,X) → π1(y, Y ),
[γ] 7→ [f ◦ γ].
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The third claim in Theorem 3.2.8 states that for homotopic maps f, g : X → Y , the associated
group homomorphisms π1(x, f) and π1(x, g) are related by conjugation. More specifically, if
h : [0, 1]×X → Y is a homotopy from f : X → Y to g : X → Y , diagram (24) implies

π1(x, g)([γ]) = [hx] ◦ π1(x, f)([γ]) ◦ [hx] with hx : [0, 1]→ X, hx(t) = h(t, x)

for all closed paths γ : [0, 1] → X based at x ∈ X. By combining these statements with
Corollary 3.2.9, we obtain the following theorem.

Theorem 3.2.10:

1. The assignments (x,X)→ π1(x,X) and f → π1(x, f) define a functor π1 : Top∗ → Grp.

2. If f, g : X → Y are homotopic, then the group homomorphisms π1(x, f) : π1(x,X) →
π1(f(x), Y ) and π1(x, g) : π1(x,X)→ π1(g(x), Y ) are related by conjugation.

3. If f : X → Y is a homotopy equivalence, then the associated group homomorphism
π1(x, f) : π1(x,X)→ π1(f(x), Y ) is a group isomorphism. Topological spaces of the same
homotopy type have isomorphic fundamental groups.

The results in Theorem 3.2.8 and 3.2.10 allow one to relate the fundamental groups of topo-
logical spaces X, Y via group homomorphisms induced by continuous maps f : X → Y . In
particular, they allow one to relate the fundamental group of a topological space X to the one
of a subspace A ⊂ X that is a retract or deformation retract of X. In this case, the associated
retraction identifies the fundamental group π1(a,A) with a subgroup of π1(a,X). If A ⊂ X is
a deformation retract, then the retraction induces a group isomorphism. This often allows one
to reduce the problem of determining the fundamental group of a topological space X to a few
simple examples.

Corollary 3.2.11: Let X be a topological space, A ⊂ X a subspace and a ∈ A.

1. If A is a retract of X, then the inclusion map iA : A → X induces an injective group
homomorphism π1(a,A)→ π1(a,X).

2. If A is a deformation retract of X, then the inclusion map iA : A → X induces a group
isomorphism π1(a,A)→ π1(a,X).

Proof:
If A ⊂ X is a retract of X with retraction r : X → A, then r ◦ iA = idA and consequently
π1(a, r) ◦ π1(a, iA) = π1(a, r ◦ iA) = π1(a, idA) = idπ1(a,A) This implies that the group
homomorphism π1(a, iA) : π1(a,A)→ π1(a,X) is injective. If additionally, iA ◦ r 'A idX , then
the group homomorphism π1(a, iA) ◦ π1(a, r) = π1(a, iA ◦ r) is related to π1(a, idX) = idπ1(a,X)

by conjugation and hence an isomorphism. This implies that π1(a, iA) : π1(a,A)→ π1(a,X) is
surjective and hence a group isomorphism. 2

Example 3.2.12:

1. The fundamental groups of the ring {x ∈ R2 : 1 ≤ ||x|| ≤ 2}, the cylinder R × S1,
the circle S1, the Möbius strip and S1 × D2 are all isomorphic, since these spaces are
homotopy equivalent (see Example 3.1.10 and Exercise 15).
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2. For all n ∈ N, the fundamental groups of (Rn+1)× and of Sn are isomorphic since by
Example 3.1.10 Sn is a deformation retract of (Rn)×.

3. For connected topological spaces X, Y and any continuous map f : X → Y , the
fundamental group π1(Cf ) of the mapping cylinder Cf − (X × [0, 1]) ∪f̃ Y is isomorphic
to the fundamental group π1(Y ) since Y is a deformation retract of the mapping cylinder
by Example 3.1.11.

4. Contractible topological spaces are simply connected since they are homotopy equivalent
to a point. This applies to Bing’s house (Exercise 7) and to the comb space (Example
3.1.12).

Similarly to the fundamental group of a topological space with base point x, one can also define
higher homotopy groups. In this case, one considers continuous maps f : [0, 1]n → X from the
unit n-cube [0, 1]n = [0, 1]× . . .× [0, 1] to X with f(∂[0, 1]n) = {x}. As Sn ≈ [0, 1]n/ ∼, where
∼ is the equivalence relation that identifies all points on ∂[0, 1]n, such maps are in bijection
with continuous maps f : Sn → X. Just as in the case of the fundamental group, one finds that
the homotopy classes of such maps relative to ∂[0, 1]n form a group, which for n ≥ 2 turns out
to be abelian.

Proposition 3.2.13: Let X be a topological space, x ∈ X and n ≥ 2. Then the homotopy
classes relative to ∂[0, 1]n of continuous maps f : [0, 1]n → X with f(∂[0, 1]n) = {x} with the
composition law

[g] ◦ [f ] = [g ? f ] (g ? f)(t1, ..., tn) =

{
f(2t1, t2, ..., tn) tk ∈ [0, 1

2
)

g(2t1 − 1, t2, ..., tn) tk ∈ [1
2
, 1].

form an abelian group, called the nth homotopy group πn(x,X).

Proof:
It is clear that the composition is associative with the homotopy class of the constant map
fx : [0, 1]n → X, (t1, ..., tn) 7→ x as unit and inverses [f ]−1 = [f ] with f : [0, 1]n → X,
(t1, ..., tn) 7→ f(1− t1, t2, ..., tn). This follows analogously to the proof of Proposition 3.2.4.

It remains to show that the group πn(x,X) is abelian, e. .g f ? g ∼∂[0,1]n g ? f for all continuous
maps f, g : [0, 1]n → X with f(∂[0, 1]n) = g(∂[0, 1]n) = {x}. For this, consider the map
h : [0, 1]n+1 → X pictured below

s = 0 → s = 1
4

→ s = 1
2

x

t1x

x

x

t2

f g

x

t1x

x

x

t2

f x

x g
x

t1x

x

x

t2

f

g
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→ s = 3
4

→ s = 1

x

t1x

x

x

t2

x f

g x
x

t1x

x

x

t2

g f

which is given explicitly by

h(s, t1, ..., tn) =


x t1 ∈ [0, 1

2
), t2 ∈ [0, 2s)

f(2t1,
t2−2s
1−2s

, t3, ..., tn) t1 ∈ [0, 1
2
), t2 ∈ [2s, 1]

g(2t1 − 1, t2
1−2s

, t3, ..., tn) t1 ∈ [1
2
, 1], t2 ∈ [0, 1− 2s)

x t1 ∈ [1
2
, 1], t2 ∈ [1− 2s, 1]

s ∈ [0, 1
4
)

h(s, t1, ..., tn) =


x t1 ∈ [0, 1− 2s), t2 ∈ [0, 1

2
)

g( t1−1+2s
2s

, 2t2, t3, ..., tn) t1 ∈ [1− 2s, 1], t2 ∈ [0, 1
2
)

f( t1
2s
, 2t2 − 1, t3, ..., tn) t1 ∈ [0, 2s), t2 ∈ [1

2
, 1]

x t1 ∈ [1− 2s, 1], t2 ∈ [1
2
, 1]

s ∈ [1
4
, 1

2
)

h(s, t1, ..., tn) =


g( t1

2−2s
, 2t2, t3, ..., tn) t1 ∈ [0, 2− 2s), t2 ∈ [0, 1

2
)

x t1 ∈ [2− 2s, 1], t2 ∈ [0, 1
2
)

x t1 ∈ [0, 2s− 1), t2 ∈ [1
2
, 1]

f( t1+1−2s
2−2s

, 2t2 − 1, t3, ..., tn) t1 ∈ [2s− 1, 1], t2 ∈ [1
2
, 1]

s ∈ [1
2
, 3

4
)

h(s, t1, ..., tn) =


g(2t1,

t2
2s−1

, t3, ..., tn) t1 ∈ [0, 1
2
), t2 ∈ [0, 2s− 1)

x t1 ∈ [1
2
, 1], t2 ∈ [0, 2− 2s)

x t1 ∈ [0, 1
2
), t2 ∈ [2s− 1, 1]

f(2t1 − 1, t2−2s+2
2s−1

t3, ..., tn) t1 ∈ [1
2
, 1], t2 ∈ [2− 2s, 1]

s ∈ [3
4
, 1].

Clearly, h is continuous with h(0, t1, ..., tn) = g ? f , h(1, t1, ..., tn) = f ? g und h(s, t1, ..., tn) = x
for all (x1, ..., xn ∈ ∂W n), and therefore h is a homotopy from f ?g to g?f relative to ∂[0, 1]n. 2

Remark 3.2.14: The proof of Proposition 3.2.13 also shows that the choice of the first
coordinate for the composition in πn(x,X) is arbitrary and that the composition law

[g] ◦k [f ] = [g ?k f ] (g ?k f)(t1, ..., tn) =

{
f(t1, ..., tk−1, 2tk, tk+1, ..., tn) tk ∈ [0, 1

2
)

g(t1, ..., tk−1, 2tk − 1, tk+1, ..., tn) tk ∈ [1
2
, 1].

would yield the same result.
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Remark 3.2.15: One has analogues of the statements in Theorem 3.2.10:

1. The nth homotopy group defines a functor πn : Top∗ → Ab from the category
Top∗ of pointed topological spaces into the category Ab of abelian groups that

assigns to a continuous map f : X → Y with f(x) = y a group homomorphism
πn(x, f) : πn(x,X)→ πn(y, Y ).

2. If f, g : X → Y with f(x) = g(x) = y are homotopic relative to {x}, then
πn(x, f) = πn(x, g) : πn(x,X)→ πn(y, Y ). This means that the functor πn : Top∗ → Ab
is constant on the homotopy equivalence classes of morphisms in Top∗ and induces a
functor πn : hTop∗ → Ab.

3. If f : X → Y is a homotopy equivalence, then πn(x, f) : πn(x,X) → πn(f(x), Y ) is
a group isomorphism. Topological spaces of the same homotopy type have isomorphic
homotopy groups.

Unlike fundamental group(oid)s, higher homotopy groups are rather difficult to compute. Even
in the case of the n-spheres Sn, there is no general formula or result that characterises all
homotopy groups πk(S

n) for general k, n ∈ N. We will therefore not pursue the computation
of higher homotopy groups further in this lecture but instead characterise higher-dimensional
topological manifolds in terms of homology.

3.3 The fundamental group of the circle

The aim is now to compute fundamental group(oid)s of topological spaces also for those cases,
where it does not follow immediately that they are trivial. We will see later that this can be
achieved by building up topological spaces gradually from simple building blocks and relating
their fundamental group(oid)s to the ones of the building blocks.

The first essential building block in this construction is the circle S1 = {z ∈ C : |z| = 1}, and
the central ingredient in the computation of its fundamental group is the exponential map

exp : R→ S1, x 7→ e2πix = cos(2πx) + i sin(2πx).

The basic idea is to relate homotopy classes of paths γ : [0, 1] → S1 with γ(0) = γ(1) = 1 to
homotopy classes of paths γ̃ : [0, 1] → R with γ̃(0), γ̃(1) ∈ Z. Clearly, every continuous path
γ̃ : [0, 1] → R with γ̃(0), γ̃(1) ∈ Z defines a continuous path γ = exp ◦γ̃ : [0, 1] → S1 with
γ(0) = γ(1) = 1. However, it is not clear a priori which paths γ̃ yield a given path γ (or a path
homotopic to it) or if every path γ : [0, 1]→ S1 with γ(0) = γ(1) = 1 arises this way. To clarify
this, we first consider continuous maps of the circle S1 → S1 and relate them to continuous
maps R → R. As S1 is homeomorphic to the quotient [0, 1]/ ∼ where ∼ is the equivalence
relation on [0, 1] that identifies the endpoints, we can easily extend these results to closed paths
γ : [0, 1]→ S1 later.
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Lemma 3.3.1: Let f : S1 → S1 be continuous with f(1) = 1. For every t0 ∈ Z there is a
unique continuous map f̃ : R→ R with f̃(0) = t0 and exp ◦f̃ = f ◦ exp. The map f̃ is called a
lift of f .

Proof:
Uniqueness: If f̃1, f̃2 : R→ R are two two lifts of f , then

exp ◦(f̃1(t)− f̃2(t)) =
exp ◦f̃1(t)

exp ◦f̃2(t)
=
f ◦ exp(t)

f ◦ exp(t)
= 1 ∀t ∈ R,

which implies f̃1(t)− f̃2(t) ∈ Z for all t ∈ R. As f̃1 − f̃2 : R→ R is continuous, it follows that
f̃2 − f̃1 is constant, and as f̃1(0)− f̃2(0) = t0 − t0 = 0, we have f̃1 = f̃2.

Existence: As S1 is compact and f : S1 → S1 continuous, f is uniformly continuous. The same
holds for exp : R→ S1 since S1 and [0, 1] are compact and exp is periodic with period 1. Hence
f ◦exp : R→ S1 is uniformly continuous, and there is an ε > 0 such that f ◦exp(I) is contained
in an open half-circle for all intervals I of length ≤ ε. For any open half-circle H ⊂ S1, one
has exp−1(H) =

⋃̇
k∈ZIk with Ik = (s+ k, s+ k + 1

2
) for some s ∈ R, and exp |Ik : Ik → H is a

homeomorphism.

As f ◦ exp([0, ε]) is contained in an open half-circle H0, there is a unique interval I0 of length
1/2 with exp(I0) = H0 and t0 ∈ I0. Define

f̃(t) = (exp |I0)−1 ◦ f ◦ exp(t) ∀t ∈ [0, ε].

Then f̃ : [0, ε] → R is continuous with exp ◦f̃ |[0,ε] = exp ◦f |[0,ε] and f̃(0) = t0. Now apply

the same procedure to the interval [ε, 2ε] and t1 = f̃(1). As f ◦ exp([ε, 2ε]) is contained in a
half-circle H1, there is a unique interval I1 of length 1/2 with exp(I1) = H1 and t1 = f̃(ε) ∈ I1.
We obtain a continuous function f̃ : [0, 2ε]→ R with exp ◦f̃ |[0,2ε] = exp ◦f |[0,2ε] by setting

f̃(t) = (exp |I1)−1 ◦ f ◦ exp(t) ∀t ∈ [ε, 2ε].

By iterating this step and extending it to negative numbers, we obtain a continuous function
f̃ : R→ R with exp ◦f̃ = exp ◦f and f̃(0) = t0. 2
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Given a lift f̃ : R → R of a continuous map f : S1 → S1, we can consider the quantity
f̃(1) − f̃(0). As exp ◦f̃ = f ◦ exp and exp(0) = exp(1) = 1, we have exp(f̃(1) − f̃(0)) = 1
and hence f̃(1)− f̃(0) ∈ Z. Moreover, this quantity does not depend on the choice of the lift,
since any two lifts differ by a constant. This allows one to assign to each map f : S1 → S1 the
quantity deg(f) = f̃(1)− f̃(0).

To obtain an analogous quantity for general paths γ : [0, 1] → S1 with γ(0) = γ(1) = 1, recall
that S1 is homeomorphic to the quotient [0, 1]/ ∼ where ∼ is the equivalence relation on [0, 1]
that identifies the endpoints. As γ(0) = γ(1) and exp(0) = exp(1), the universal property of
the quotient implies that there is a unique path γ∼ : [0, 1]/ ∼→ S1 with γ∼ ◦ π = γ, and the
unique map exp∼ : [0, 1]/ ∼→ S1 with exp∼ ◦π = exp |[0,1] is a homeomorphism. Hence, we can
define the degree of γ as the degree of γ∼ ◦ exp−1

∼ : S1 → S1.

S1 [0, 1]
exp |[0,1]oo γ //

π

��

S1

[0, 1]/ ∼
exp∼

≈
cc

γ∼

;; (25)

Definition 3.3.2:

1. Let f : S1 → S1 be continuous and f̃ : R → R of f a lift of f . Then the degree of f is
deg(f) = f̃(1)− f̃(0) ∈ Z.

2. Let γ : [0, 1] → S1 be a path with γ(1) = γ(0) = 1. Then the degree of γ is deg(γ) =
deg(γ∼ ◦ exp−1

∼ ), where γ′ ◦ exp−1
∼ : S1 → S1 is the map defined by (25).

Example 3.3.3: For n ∈ Z, the map f : S1 → S1, z 7→ zn has degree deg(f) = n.
The map f̃ : R→ R, t 7→ nt is a lift of f since exp ◦f̃(t) = exp(nt) = exp(t)n = f ◦ exp(t) for
all t ∈ R. This yields deg(f) = f̃(1)− f̃(0) = n.

We will make use of the notion of degree to determine the fundamental group of the circle. This
requires that we first determine its basic properties, which also have many useful applications in
geometry. They follow from basic computations together with the properties of the exponential
map and the lifts.

Lemma 3.3.4:

1. For any lift f̃ : R→ R of f : S1 → S1, t ∈ R and k ∈ Z, one has f̃(t+k)−f̃(t) = k deg(f).

2. deg(f · g) = deg(f) + deg(g) for all continuous maps f, g : S1 → S1.

3. deg(f ◦ g) = deg(f) · deg(g) for all continuous maps f, g : S1 → S1.

4. If f : S1 → S1 is continuous with f(−z) = −f(z) for all z ∈ S1, then deg(f) is odd.

5. Any continuous map f : S1 → S1 with deg(f) 6= 0 is surjective.

Proof:
1. We have f̃(t+ k)− f̃(t) =

∑k−1
j=0 f̃(t+ j + 1)− f̃(t+ j) = k deg(f).

2. If f̃ is a lift of f and g̃ a lift of g, then f̃ + g̃ : R → R is a lift of f · g : S1 → S1 since
exp ◦(f̃ + g̃) = (exp ◦f̃) · (exp ◦g̃) = (f ◦ exp) · (g ◦ exp) = (f · g) ◦ exp.
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3. If f̃ is a lift of f and g̃ a lift of g, then f̃ ◦ g̃ : R → R is a lift of f ◦ g : S1 → S1, since
exp ◦f̃ ◦ g̃ = f ◦ exp ◦g̃ = f ◦ g ◦ exp.

4. For any lift f̃ : R→ R of f and t ∈ R, one has

exp(f̃(t) + 1
2
) = − exp ◦f̃(t) = −f ◦ exp(t) = f ◦ (− exp(t)) = f ◦ exp(t+ 1

2
) = exp(f̃(t+ 1

2
)).

This implies that the continuous map g : R→ R, g(t) = f̃(t + 1
2
)− f̃(t)− 1

2
takes values in Z

and hence is constant. It follows that deg(f) = f̃(1)− f̃(0) = g(1
2
) + g(0) + 1 = 2g(0) + 1.

5. From deg(f) 6= 0 it follows that for any lift f̃ of f we have |f̃(1) − f̃(0)| ≥ 1
and hence the image f̃(R) contains an interval I of length one. This implies
f(S1) = f(exp(R)) = exp(f̃(R)) ⊃ exp(I) = S1. 2

By considering the degree of paths γ : [0, 1]→ S1 with γ(0) = γ(1) = 1, we are able to compute
the fundamental group of the circle and to show that it is isomorphic to Z. The essential steps
are to show that the degree of such a path depends only on its homotopy class relative to {0, 1}
and that the composition of paths adds their degrees.

Theorem 3.3.5: The degree induces a group isomorphism deg : π1(1, S1)→ Z, [γ] 7→ deg(γ).

Proof:
1. We show that the degree of γ depends only on the homotopy class of γ:
Let f, g : S1 → S1 be continuous and h : [0, 1]×S1 → S1 be a homotopy from f to g. Consider
for t, t′ ∈ [0, 1] the maps

ht : S1 → S1, z 7→ h(t, z), Ht,t′ : S1 → S1, z 7→ h(t, z)

h(t′, z)
.

As h is continuous and [0, 1] × S1 is compact, h is uniformly continuous, and there is a δ > 0
with |h(t, z) − h(t′, z)| < 1 for |t − t′| < δ. In this case, Ht,t′ : S1 → S1 is not surjective and
hence deg(Ht,t′) = 0 by Lemma 3.3.4, 5. It then follows from Lemma 3.3.4, 2. that

deg(ht) = degHt,t′ + deg(ht′) = deg(ht′) ∀t, t′ ∈ [0, 1] with |t− t′| < δ.

By choosing a subdivision 0 = t0 < . . . < tn = 1 with |ti− ti−1| < δ for i ∈ {1, ..., n}, we obtain

deg(f) = deg(ht0) = deg(ht1) = . . . = deg(htn) = deg(g).

If γ, δ : [0, 1] → S1 are paths that are homotopic relative to {0, 1} via h : [0, 1] × [0, 1] → S1,
the commuting diagram (25) yields a homotopy h∼ : [0, 1]×S1 → S1, h∼(t, z) = h(t, exp−1

∼ (z))
from γ∼ ◦ exp−1

∼ : S1 → S1 to δ∼ ◦ exp−1
∼ : S1 → S1, which implies

deg(γ) = deg(γ∼ ◦ exp−1
∼ ) = deg(δ∼ ◦ exp−1

∼ ) = deg(δ).

Hence the degree induces a map π1(1, S1)→ Z.

2. To show that deg : π1(1, S1) → Z, [γ] 7→ deg(γ) is a group homomorphism, it is sufficient
to show that deg(δ ? γ) = deg(δ) + deg(γ) for all paths γ, δ : [0, 1] → S1 with γ(0) = γ(1) =
δ(0) = δ(1) = 1. This follows from the fact that S1 is a topological group with the group
multiplication induced by the multiplication in C. By Exercise 12, the group structures on the
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set π1(1, S1) that are induced by the pointwise multiplication of paths and their composition
coincide: [δ] ◦ [γ] = [δ ? γ] = [δ · γ]. Together with Lemma 3.3.4, 2. this implies

deg(δ ? γ) = deg(δ · γ) = deg((δ · γ)∼ ◦ exp−1
∼ ) = deg((δ∼ ◦ exp−1

∼ ) · (γ∼ ◦ exp−1
∼ ))

= deg(δ∼ ◦ exp−1
∼ ) + deg(γ∼ ◦ exp−1

∼ ) = deg(δ) + deg(γ).

3. To show that deg : π1(1, S1)→ Z is surjective, note that for n ∈ Z, the path γn : [0, 1]→ S1,
t 7→ exp(nt) has deg(γn) = n by Example 3.3.3. To prove that deg : π1(1, S1)→ Z is injective,
suppose that γ : [0, 1]→ S1 is a path with γ(0) = γ(1) = 1 and deg(γ) = 0. Let γ̃ : R→ R be
a lift of γ∼ ◦ exp−1

∼ : S1 → S1 with γ̃(0) = 0. Then

h : [0, 1]× [0, 1]→ S1, h(s, t) = exp(sγ̃(t))

is a homotopy from the constant path based at 1 to the path γ = exp ◦γ̃|0,1 : [0, 1] → S1

relative to {0, 1}. This shows that deg : π1(1, S1)→ Z is injective. 2

Theorem 3.3.5 determines the fundamental group of the circle and all other topological spaces of
the same homotopy type, such as the punctured plane C× and the cylinder S1 ×R. Moreover,
it has applications to many geometrical, topological and algebraic questions. This becomes
evident in the following corollaries.

Corollary 3.3.6:

1. If f : S1 → S1 is the restriction of a continuous map g : D2 → S1, then deg(f) = 0.

This follows since h : [0, 1] × S1 → S1, h(t, z) = g(tz) is a homotopy from the constant
map S1 → g(0) to f .

2. S1 is not a retract of D2.

This can be seen as follows. If r : D2 → S1 is a retraction, then r ◦ iS1 = idS1 : S1 → S1.
In this case, 1. implies deg(r ◦ iS1) = deg(idS1) = 0. On the other hand, we have
deg(idS1) = 1 by Example 3.3.3.

3. A continuous map f : D2 → D2 has a fix point (Brouwer’s fix point theorem in d = 2).

Suppose there is a continuous map f : D2 → D2 without a fix point. Then for any x ∈ D2,
there is a unique straight line through x and f(x). Let r : D2 → S1 be the map that
assigns to x ∈ D2 the intersection point of this line with S1 = ∂D2 that is closer to x
than to f(x). Then r is continuous due to the continuity of f and hence a retraction from
D2 to S1. Such a retraction cannot exist by 2.

Theorem 3.3.5 and Corollary 3.3.6 also give rise to a very simple, purely topological proof of
the fundamental theorem of algebra and allows us to prove that S2 is not homeomorphic to a
subset of R2, which implies in turn that R2 and R3 cannot be homeomorphic.

Corollary 3.3.7 (fundamental theorem of algebra):
Every non-constant polynomial with coefficients in C has a zero.
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Proof:
Suppose there is a non-constant polynomial with coefficients in C and without a zero. Without
restriction of generality suppose that p is normalised, p = zn + an−1z

n−1 + . . .+ a0 with n ≥ 1.
Then the map

f : C→ S1, z 7→ p(z)

|p(z)|
is continuous and by Corollary 3.3.6, 1. we have deg(f ◦ iS1) = 0. However, the map

h : [0, 1]× S1 → S1, h(t, z) =
zn + tan−1z

n−1 + t2an−2z
n−1 . . .+ tna0

||zn + tan−1zn−1 + t2an−2zn−2 + . . .+ tna0||

is a homotopy from g : S1 → S1, z 7→ zn to f ◦ iS1 : S1 → S1. This implies
deg(f ◦ iS1) = deg(g) = n. 2

Corollary 3.3.8 (Borsuk-Ulam):
If f : S2 → R2 is continuous with f(−x) = −f(x) for all x ∈ S2, then f has a zero.

Proof:
Suppose f does not have a zero. Then the maps

g : S2 → S1, x 7→ f(x)

||f(x)||
, G : D2 → S1, z 7→ g(z,

√
1− |z|2)

are continuous with g(−x) = −g(x) for all x ∈ S2 and G◦iS1 = g◦iS1 . By Corollary 3.3.6, 1. this
implies deg(g◦ iS1) = 0, while Lemma 3.3.4, 4. implies that deg(g◦ iS1) is odd. Contradiction. 2

Corollary 3.3.9: S2 is not homeomorphic to a subset of R2. R3 is not homeomorphic to R2.

Proof:
As any continuous map R3 → R2 restricts to a continuous map S2 → R2, it is sufficient to show
that a continuous map g : S2 → R2 cannot be injective. This follows from Corollary 3.3.8 since
the associated map f : S2 → R2, x 7→ g(x) − g(−x) satisfies f(−x) = −f(x). By Corollary
3.3.8, there is a point x ∈ S2 with f(x) = g(x)− g(−x) = 0 and hence g is not injective. 2

Another nice but slightly less serious application of the degree and Corollary 3.3.8 is that it
gives an answer to the following question:

Is it possible to cut a sandwich, consisting of bread and two toppings, in two pieces
such that both pieces contain an equal amount of bread and of each topping in only
one cut?

To answer this question, we interpret the bread and each topping as a subset of R3 and model
the knife by an affine plane in R3. To give a precise interpretation to “equal amount” , we
suppose that the three sets are Lebesgue measurable, for instance open, bounded, and require
that the resulting pieces have equal volume. The answer to the question is then given by the
following Lemma.
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Lemma 3.3.10 (The sandwich lemma): Let A,B,C ⊂ R3 open and bounded subsets.
Then there is an affine plane that cuts each of the subsets A,B,C into two subsets of equal
volume.

Proof:
For x ∈ S2 and t ∈ R, we denote by Hx,t the affine hyperplane normal to x through tx and by
H+
x,t the associated half plane that does not contain the origin

Hx,t = {y ∈ R3 : 〈y, x〉 = t}, H+
x,t = {y ∈ R3 : 〈y, x〉 ≥ t}.

For fixed x ∈ S2, we consider the map

ax : R→ R, t 7→ vol(A ∩H+
x,t).

Clearly, ax decreases monotonically. As A is bounded, there is an r > 0 with ||a|| < r for all
a ∈ A, which implies ax(t) = 0 for t > r and ax(t) = vol(A) for t < −r. Moreover, ax is
(Lipschitz) continuous since

|ax(t)− ax(t′)| ≤ vol(A ∩ (H+
x,min(t,t′) \H

+
x,max(t,t′))) ≤ πr2|t− t′| ∀t, t′ ∈ R

By continuity and monotonicity of ax, we have a−1
x (1

2
vol(A)) = [t1, t2] for some t1, t2 ∈ R, and

we set tA(x) = 1
2
(t1 + t2). This yields a continuous map tA : S2 → R with tA(−x) = −tA(x)

since a−x(t) = vol(A) − ax(−t). Analogously, we obtain contain (Lipschitz) continuous maps
bx, cx : R→ R and continuous maps tB, tC : S2 → R for the sets B,C. The continuous map

f : S2 → R2, x 7→ (tB(x)− tA(x), tC(x)− tA(x)).

satisfies f(−x) = −f(x) and Corollary 3.3.8 implies that there is an x ∈ S2 with f(x) = 0. It
follows that tA(x) = tB(x) = tC(x) =: t and ax(t) = 1

2
vol(A), bx(t) = 1

2
vol(B), cx(t) = 1

2
vol(C).

2

The sandwich lemma does not hold for more than three sets. This can be seen easily by choosing
sets A,B,C for which the affine plane Hx,t that cuts them into two pieces of equal volume is
determined uniquely, for instance three balls of radius 1 centred on different points of the x-axis.
It is then easy to choose a fourth set D, which the plane Hx,t does not cut into two pieces of
equal volume.

3.4 The theorem of Seifert and van Kampen

In this section, we develop an important tool that will allows us to compute the fundamental
group(oid) of many topological spaces - the theorem of Seifert and van Kampen. The basic idea
is to cut a topological space X into two overlapping pieces, whose fundamental group(oid)s are
simpler to compute than the one of X and then to build up the fundamental group(oid) of X
from the fundamental group(oid)s of these pieces.
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U1

U2U1 U2
U

To implement this idea, one considers two open subsets U1, U2 ⊂ X with X = U1 ∪ U2, the
associated inclusion maps ik : Uk → X, jk : U1 ∩ U2 → Uk for k = 1, 2, and their fundamental
groupoids Π1(U1 ∩ U2), Π1(U1), Π1(U2) and Π1(X).

By Theorem 3.2.8, the inclusion maps ik : Uk → X, jk : U1 ∩ U2 → Uk induce functors

Π1(ik) : Π1(Uk)→ Π1(X) Π1(jk) :Π1(U1 ∩ U2)→ Π1(Uk)

x 7→ x x 7→ x

[γ]k 7→ [ik ◦ γ]X [δ]12 7→ [jk ◦ δ]k
where [ ]12, [ ]k, [ ]X denote the homotopy classes relative to {0, 1} in U1 ∩ U2, Uk, X,
respectively. Although the action of these functors on the objects of the fundamental groupoids
(points) is rather trivial, this is not the case for their action on morphisms. The homotopy
classes of a given path in different topological spaces can look quite different, and it is essential
to distinguish them.

The aim is now to relate the fundamental groupoids Π1(U1∩U2), Π1(U1), Π1(U2) and Π1(X) via
these functors. To find the appropriate algebraic structure, it is helpful to note that the subsets
U1 and U2 give rise to a description of X as a pushout of topological spaces. By considering
the topological spaces U1, U2 and the topological space U1 ∩U2, together with continuous maps
jk : U1∩U2 → Uk, one obtains a pushout U1 +U1∩U2 U2 = U1 +U2/ ∼ where ∼ is the equivalence
relation on U1 +U2 given by j1(w) ∼ j2(w) for all w ∈ U1 ∩U2. From the universal property of
this pushout and the continuous maps ik : Uk → X, which satisfy i1 ◦ j1 = i2 ◦ j2, one obtains
a unique continuous map φ : U1 +U1∩U2 U2 → X with φ ◦ jk = ik. One can show that this is a
homeomorphism and hence X ≈ U1 +U1∩U2 U2.

This suggests that the fundamental groupoids Π1(X), Π1(U1), Π1(U2) and Π1(U1 ∩ U2) to-
gether with the functors Π1(jk) : Π1(U1 ∩ U2) → Π1(Uk) and Π1(ik) : Uk → X should form a
pushout in an appropriate category. This category is the category of groupoids, whose objects
are groupoids and whose morphisms are functors between them, with the identity functors as
identity morphisms.

Theorem 3.4.1 (Seifert-van Kampen): Let X be a topological space, U1, U2 ⊂ X open
with U1 ∪U2 = X and ik : Uk → X and jk : U1 ∩U2 → Uk the associated inclusion maps. Then
the following diagram is a pushout in the category of groupoids

Π1(X) Π1(U1)
Π1(i1)oo

Π1(U2)

Π1(i2)

OO

Π1(U1 ∩ U2).

Π1(j1)

OO

Π1(j2)
oo
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Proof:
1. By Theorem 3.2.8 the continuous maps ik : Uk → X, jk : U1 ∩ U2 → Uk induce functors
Π1(ik) : Π1(Uk) → Π1(X), Π1(jk) : Π1(U1 ∩ U2) → Π1(Uk). As i1 ◦ j1 = i2 ◦ j2 : U1 ∩ U2 → X,
they satisfy Π1(i1)Π1(j1) = Π1(i1◦j1) = Π1(i2◦j2) = Π1(i2)Π1(j2), and the diagram commutes.

2. It remains to verify the universal property. For this, consider a groupoid C and two functors
Fk : Π1(Uk) → C with F1Π1(j1) = F2Π1(j2). We have to show that there is a unique functor
F : Π1(X)→ C with FΠ1(ik) = Fk for k = 1, 2.

C

Π1(X)

∃!F
bb

Π1(U1)
Π1(i1)
oo

F1ss

Π1(U2)

F2

LL

Π1(i2)

OO

Π1(U1 ∩ U2).

Π1(j1)

OO

Π1(j2)
oo

To define F on objects, we use X = U1 ∪ U2 and set F (x) = Fk(x) for x ∈ Uk. If x ∈ U1 ∩ U2,
the identity F1Π1(j1) = F2Π1(j2) implies F1(x) = F2(x), which shows that this definition is
consistent.

U1

U2U1 U2
Up

q

Decomposition of a path γ : [0, 1]→ X into paths in U1 and U2.

To define F : Π1(X) → C on morphisms, we first show that the universal property of the
pushout determines the functor completely. For this, we consider a path γ : [0, 1] → X and
subdivide it into pieces that are contained entirely in U1 or U2. As γ−1(U1 ∪ U2) is an open
cover of the compact interval [0, 1], by Lebesgue’s lemma there is a finite decomposition 0 =
t0 < t1 < . . . < tn−1 < tn = 1 of [0, 1] such that [ti−1, ti] ⊂ γ−1(Uk(i)), where k(i) ∈ {1, 2}.
By choosing homeomorphisms τi : [0, 1] → [ti−1, ti] with τi(0) = ti−1 and τi(1) = ti, we obtain
paths γi = γ ◦ τi : [0, 1]→ Uk(i). By composing the associated paths δi = ik(i) ◦ γi : [0, 1]→ X,
we obtain [γ]X = [δn]X ◦ . . . ◦ [δ1]X . The universal property of the pushout then implies

F ([δi]X) = F ([jk(i) ◦ γi]X) = FΠ1(jk(i))([γi]k(i)) = Fk(i)([γi]k(i)), (26)

F ([γ]X) = F ([δn]X) ◦ . . . ◦ F ([δ1]X) = Fk(n)([γn]k(n)) ◦ · · · ◦ Fk(1)([γ1]k(1)),

and hence determines F ([γ]X) uniquely.

3. To prove the existence of F , we can define F by (26) if we can show that right hand-side of the
second equation does not depend on the choice of the decomposition 0 = t0 < t1 < . . . < tn = 1
nor on the homeomorphisms τi : [0, 1]→ [ti−1, ti] and depends only on the homotopy class [γ]X .
Independence of the choice of homeomorphisms is clear, since different choices are related by
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reparametrisations, which are homotopies. Independence of the decomposition follows because
for any two finite decompositions of [0, 1] there is a finite sub decomposition, and the identities

F2([γi]2) = F1([γi]1) if γi([0, 1]) ⊂ U1 ∩ U2

Fk(i)([γi]k(i)) ◦ Fk(i−1)([γi−1]k(i−1)) = Fk(i)([γi]k(i) ◦ [γi−1]k(i)) for k(i) = k(i− 1)

ensure that the associated expressions in (26) agree.

To show that (26) depends only on the homotopy class of γ, consider two paths γ, γ′ : [0, 1]→ X
with γ(0) = γ′(0) = p, and γ(1) = γ′(1) = q and a homotopy h : [0, 1] × [0, 1] → X from γ
to γ′ relative to {0, 1}. Because h is continuous and h−1(U1), h−1(U2) form an open cover of
the compact set [0, 1] × [0, 1], Lebesgue’s lemma ensures that there is an n ∈ N such that all
squares Si,j = [ i−1

n
, i
n
] × [ j−1

n
, j
n
] with i, j ∈ {1, ..., n} are contained in a set h−1(Uk(i,j)) with

k(i, j) ∈ {1, 2}. Choose homeomorphisms τi : [0, 1] → [ i−1
n
, i
n
] with τi(0) = i−1

n
and τi(1) = i

n

and consider for i, j ∈ {0, ..., n} the paths

ai,j : [0, 1]→ Uk(i,j)∩Uk(i+1,j), t 7→ h
(
i
n
, τj(t)

)
, bi,j : [0, 1]→ Uk(i,j)∩Uk(i,j+1), t 7→ h

(
τi(t),

j
n

)
,

with images in, respectively, h(Si,j ∩ Si+1,j) and h(Si,j ∩ Si,j+1).

10

1

j/n

(j-1)/n

(i-1)/n i/n

Si,j

q

p

ai,jai-1,j

bi,j-1

bi,j

h

γ
γ'

Consider now the two paths from (0, 0) to (1, 1) in the boundary of [0, 1]× [0, 1] pictured below
and their images under h, which are obtained by composing the paths ai,j and bi,j. By definition,
the paths on the left and right boundary of the square correspond to

[γ]X = [a0,n]X ◦ . . . ◦ [a0,1]X , [γ′]X = [an,n]X ◦ . . . ◦ [an,1]X .

As h is a homotopy relative to {0, 1}, we have b(j,0)(t) = p, b(j,n)(t) = q for j ∈ {0, ..., n},
t ∈ [0, 1] - the homotopy classes of the paths along the top and bottom of the square are trivial

[γq]X = [bn,n]X ◦ . . . ◦ [b1,n]X , [γp]X = [bn,0]X ◦ . . . ◦ [b1,0]X .
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Using (26), we compute

F ([a0,n]X ◦ . . . ◦ [a0,1]X) = Fk(0,n)([a0,n]k(0,n)) ◦ . . . ◦ Fk(0,1)([a0,1]k(0,1))

= F ([γq]) ◦ F ([a0,n]X ◦ . . . ◦ [a0,1]X) = 1F (q) ◦ F ([a0,n]X ◦ . . . ◦ [a0,1]X)

= Fk(n,n)([bn,n]k(n,n)) ◦ . . . ◦ Fk(1,n)([b1,n]k(1,n)) ◦ Fk(0,n)([a0,n]k(0,n)) ◦ . . . Fk(0,1)([a0,1]k(0,1))

and

F ([an,n]X ◦ . . . ◦ [an,1]X) = Fk(n,n)([an,n]k(n,n)) ◦ . . . Fk(n,1)([an,1]k(n,1))

= F ([an,n]X ◦ . . . ◦ [an,1]X) ◦ F ([γp]) = F ([an,n]X ◦ . . . ◦ [an,1]X) ◦ 1F (p)

= Fk(n,n)([an,n]k(n,n)) ◦ . . . Fk(n,1)([an,1]k(n,1)) ◦ Fk(n,0)([bn,0]k(n,0)) ◦ . . . ◦ Fk(1,0)([b1,0]k(1,0)).

By considering the images h(Si,j) and the associated paths ai,j, bi,j, we can transform the two
paths in X representing the two terms in the last two lines into each other as indicated in the
picture below.

...

...

...

We will show that this does not change the right hand side of equation (26). For this, note that
because the square Sij ⊂ [0, 1]× [0, 1] is convex and h : [0, 1]× [0, 1]→ X continuous, Example
3.1.2, 3. implies

[ai,j]k(i,j) ◦ [bi,j−1]k(i,j) = [bi,j]k(i,j) ◦ [ai−1,j]k(i,j) ∀i, j ∈ {1, ..., n}.

As F1Π1(j1) = F2Π2(j2) one has for all i, j ∈ {0, ..., n− 1}

Fk(i,j)([ai,j]k(i,j)) = Fk(i+1,j)([ai,j]k(i+1,j)), Fk(i,j)([bi,j]k(i,j)) = Fk(i,j+1)([bi,j]k(i,j+1)).

Using the shorthand notation Ai,j = Fk(i,j)([ai,j]k(i,j)) and Bi,j = Fk(i,j)([bi,j]k(i,j)), we find that
these identities imply

Ai,j ◦Bi,j−1 = Bi,j ◦ Ai−1,j,
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and we obtain a chain of equations

F ([γ]X) = Bn,n ◦ . . . ◦B1,n ◦ A0,n ◦ . . . ◦ A0,1 = Bn,n ◦ . . . ◦B2,n ◦ A1,n ◦B1,n−1 ◦ A0,n−1 ◦ . . . ◦ A0,1

= Bn,n ◦ . . . ◦B2,n ◦ A1,n ◦ A1,n−1 ◦B1,n−2 ◦ A0,n−2 ◦ . . . ◦ A0,1 = . . . =

= Bn,n ◦ . . . ◦B2,n ◦ A1,n ◦ . . . A1,1 ◦B1,0 = Bn,n ◦ . . . ◦B3,n ◦ A2,n ◦B2,n−1 ◦ A1,n−1 ◦ . . . A1,1 ◦B1,0

= . . . = Bn,n ◦ . . . ◦B3,n ◦ A2,n ◦ . . . ◦ A2,1 ◦B2,0 ◦B1,0

= . . . = An,n ◦ . . . ◦ An,1 ◦Bn,0 ◦ . . . ◦B1,0 = F ([γ′]X)

which shows that the right hand side of (26) depends only on the homotopy class of γ. 2

Theorem 3.4.1 gives an explicit description of the fundamental groupoid Π1(X) in terms of the
fundamental groupoids Π1(U1), Π1(U2) and Π1(U1 ∩ U2). However, this description is not very
practical for computations, since it contains as objects all points x ∈ X. If one is interested
only in the associated Hom sets, this is not necessary, since for any two objects X,X ′ in a
groupoid C for which there is a morphism f : X → X ′, one has HomC(X, Y ) ∼= HomC(X

′, Y )
and HomC(Y,X) ∼= Hom(Y,X ′) for all other objects Y . in other words, one is interested in
isomorphism classes of objects in Π1(X) rather than in the objects themselves.

This suggests one could work with a reduced fundamental groupoid, in which only a few objects
from each isomorphism class of objects, i. e. from each path-component of the topological space
X, are included. By selecting certain objects and considering only the Hom-sets between those
selected objects, one obtains a new groupoid, which still contains all relevant information about
the topological space X. By applying this procedure to the fundamental groupoids Π1(X),
Π1(U1), Π1(U2) and Π1(U1 ∩ U2) in Theorem 3.4.1, one obtains the following reduced version
of the Theorem of and van Kampen.

Theorem 3.4.2: Let X be a topological space and A,U1, U2 ⊂ X subspaces with U1, U2

open, U1 ∪ U2 = X and such that every path-component of U1, U2, U1 ∩ U2 contains a point in
A. Denote for V ⊂ X by ΠA

1 (V ) the full subcategory of Π1(V ) with points in A∩ V as objects
and HomΠA1 (V )(a, a

′) = HomΠ1(V )(a, a
′) for all a, a′ ∈ A ∩ V . Then the following diagram is a

pushout in the category of groupoids

ΠA
1 (X) ΠA

1 (U1)
ΠA1 (i1)
oo

ΠA
1 (U2)

ΠA1 (i2)

OO

ΠA
1 (U1 ∩ U2).

ΠA1 (j2)
oo

ΠA1 (j1)

OO

Proof:
For V = U1 ∩ U2, U1, U2, denote by IV : ΠA

1 (V ) → Π1(V ) the inclusion functors, that assign
all points a, a′ ∈ A ∩ V and morphisms [γ] : a → a′ to themselves. We construct retraction
functors RV : Π1(V )→ ΠA

1 (V ) with RV IV = idΠA1 (V ) as follows.

Choose for every point x ∈ U1∩U2 a point px ∈ A∩U1∩U2 and path γx : [0, 1]→ U1∩U2 from
x to px such that for every a ∈ U1∩U2∩A, pa = a and γa is the trivial path based at a. Assign
to each point x ∈ U1 ∩ U2 the point px and to each morphism [γ] : x → y in Π1(U1 ∩ U2) the
morphism RU1∩U2([γ]) = [γy] ◦ [γ] ◦ [γx]−1 : px → py. Then apply the same procedure to every
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point of U1 \ U2 and U2 \ U1. This defines functors RV : Π1(V )→ ΠA
1 (V ) with RV IV = idΠA1 (V )

for V = U1 ∩ U2, U1, U2, X such that all quadrilaterals in the following diagram commute

Π1(X) RX

��

Π1(U1)

Π1(i1)

tt
RU1

~~
ΠA

1 (X)IX

YY

ΠA
1 (U1) IU1

CC

ΠA1 (i1)
oo

ΠA
1 (U2)IU1

��

ΠA1 (i2)

OO

ΠA
1 (U1 ∩ U2) IU1∩U2

��

ΠA1 (j2)
oo

ΠA1 (j1)

OO

Π1(U2)

Π1(i2)

EE

RU2

EE

Π1(U1 ∩ U2).

Π1(j2)

jj

Π1(j1)

YY

RU1∩U2

[[

Then any pair of functors Fk : ΠA
1 (Uk)→ Y with F1ΠA

1 (j1) = F2ΠA
1 (j2) yields a pair of functors

F ′k = FkRUk : Π1(Uk)→ Y with

F ′1Π1(j1) = F1RU1Π1(j1) = F1ΠA
1 (j1)RU1∩U2 = F2ΠA

2 (j2)RU1∩U2 = F2RU2Π1(j2) = F ′2Π1(j2).

By Theorem 3.4.1, there is a unique morphism F ′ : Π1(X) → Y with F ′Π1(ik) = F ′k. Then
F = F ′IX : ΠA

1 (X)→ Y satisfies

FΠA
1 (ik) = F ′IXΠA

1 (ik) = F ′Π1(ik)IUk = F ′kIUk = FkRUkIUk = Fk.

Conversely, for every functor G : ΠA
1 (X) → Y with GΠA

1 (ik) = Fk, the functor G′ = GRX :
Π1(X) → Y satisfies G′Π1(ik) = GRXΠ1(ik) = GΠA

1 (ik)RUk = FkRUk = F ′k. The universal
property of the pushout in Theorem 3.4.1 implies G′ = F ′ and

G = GRXIX = G′IX = F ′IX = FRXIX = F.

2

Theorem 3.4.2 allows us to compute the fundamental group of the circle in a much simpler way
than the method used in Section 3.3. For this, we only need to cover the circle by overlapping
open subsets U1 and U2 and to choose a collection of points z ∈ S1 such that every path-
component of U1∩U2, U1 and U2 contain at least one of these points. This illustrates the power
if the abstract approach to fundamental groups based on groupoids.

Example 3.4.3 (Fundamental group of the circle): Consider X = S1 and for fixed
ε ∈ (0, 1) the open sets U± = {z ∈ S1 : ±Im (z) < ε}.

1-1

U+

U-

U+ U-
U

92



S1 = U+ ∪ U− with U± = {z ∈ S1 : ±Re (z) < ε}.

Then the subspaces U± are 1-connected, and U+ ∩ U− has two contractible path components,
one containing 1 and one containing -1. We can therefore choose A = {1,−1} and obtain the
following groupoids

• ΠA
1 (U1 ∩ U2) has two objects, ±1, and two identity morphisms 1±1 : ±1→ ±1.

• ΠA
1 (U±) have two objects, ±1, two identity morphisms 1±1 : ±1 → ±1, an isomorphism

α± : 1→ −1 and its inverse α−1
± : −1→ 1.

• ΠA
1 (X) has two objects, ±1, two identity morphisms 1±1 : ±1 → ±1 and some other

morphisms, which are to be determined.

The functors in the pushout in Theorem 3.4.2 are given as follows:

• The functors ΠA
1 (j±) : ΠA

1 (U+ ∩ U−) → ΠA
1 (U±) map the objects 1, −1 and the identity

morphisms 11, 1−1 in ΠA
1 (U+ ∩ U−) to the objects 1, −1 and the identity morphisms 11,

1−1 in ΠA
1 (U±).

• The functors ΠA
1 (i±) : ΠA

1 (U±)→ ΠA
1 (X) map the objects 1, −1 and identity morphisms

11, 1−1 in ΠA
1 (U±) to the corresponding objects and identity morphisms in ΠA

1 (X) and
the morphisms α± : 1→ −1 to some morphisms β± = ΠA

1 (i±)(α±) : 1→ −1 in ΠA
1 (X).

We claim that the morphisms β± : 1→ −1 in ΠA
1 (X) are different and the Hom sets in ΠA

1 (X)
are given by

Hom(1, 1) = {(β−1
− β+)n : n ∈ Z} Hom(−1,−1) = {(β+β

−1
− )n : n ∈ Z} (27)

Hom(1,−1) = {(β+β−)nβ+ : n ∈ Z} Hom(−1, 1) = {β+(β−1
− β+)n : n ∈ Z}.

It is clear that the objects ±1 together with these Hom sets define a groupoid B. A functor
F : B → C into another groupoid C is determined uniquely by the objects F (±1) in C and the
morphisms F (β±) : F (1) → F (−1), since all morphisms in B are obtained by composing β+

and β−. Conversely, for any two objects C± in C and two morphisms f± : C+ → C− in C there
is a functor F : B → C with F (±1) = C± and F (β±) = f±.

Similarly, a pair of functors F± : Π1(U±) → C into another groupoid C that satisfies the
condition F+ΠA

1 (j+) = F−ΠA
1 (j−) is determined uniquely by the objects F+(1) = F−(1),

F+(−1) = F−(−1) and the morphisms F (α±) : F±(1) → F±(−1) in C. Conversely, for any
two objects C± and morphisms f± : C+ → C− in C there is such a pair of functors with
F+(±1) = F−(±1) = C± and F±(α±) = f±.

This shows that for every pair of functors F± : Π1(U±)→ C with F+ΠA
1 (j+) = F−ΠA

1 (j−), there
is exactly one functor B → C with with F (1) = F±(1), F (−1) = F±(−1) and F (β±) = F±(α±).
This is equivalent to the conditions FΠA

1 (i±) = F±, and by the uniqeness of the pushout it
follows that ΠA

1 (X) is isomorphic to B. In particular, we have π1(1, S1) = HomΠA1 (X)(1, 1) ∼= Z.

Another important consequence of Theorem 3.4.2 arises when the subspaces U1, U2 and their
overlap U1 ∩U2 of the covering subsets are path connected. In this case, it is possible to choose
a subset A ⊂ X which consists of a single point x ∈ U1∩U2. We can then replace the groupoids
ΠA

1 (V ) in Theorem 3.4.2 by fundamental groups π1(x, V ), all functors ΠA
1 (f) : ΠA

1 (V )→ ΠA
1 (V ′)

by group homomorphisms π1(x, f) : π1(x, V )→ π1(x, V ′), and the pushout becomes a pushout
in the category of groups. As pushouts are unique up to isomorphisms, this implies that the
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fundamental group π1(x,X) is given as a quotient of the free product of π1(x, U1) and π1(x, U2)
by the normal subgroup generated by the inclusions of π1(x, U1 ∩ U2) (see Lemma 2.1.21).

Corollary 3.4.4 (Seifert-van Kampen, fundamental groups):
Let X be a path-connected topological space, U1, U2 ⊂ X open such that X = U1 ∪U2 and U1,
U2, U1 ∩ U2 are path connected. Denote by ik : Uk → X and jk : U1 ∩ U2 → Uk the inclusion
maps. Then for all x ∈ U1 ∩ U2, the following diagram of groups and group homomorphisms is
a pushout in Grp

π1(x,X) π1(x, U1)
π1(x,i1)oo

π1(x, U2)

π1(x,i2)

OO

π1(x, U1 ∩ U2).

π1(x,j1)

OO

π1(x,j2)
oo

This implies π1(x,X) ∼= (π1(x, U1) ? π1(x, U2))/N where

N = 〈i1,12([j1 ◦ γ]) · i2,12([j2 ◦ γ]) : [γ] ∈ π1(x, U1 ∩ U2)〉

is the normal subgroup of π1(x, U1) ? π1(x, U2) generated by the the elements i1,12([j1 ◦ γ]) ·
i2,12([j2 ◦ γ]) for paths γ in U1 ∩ U2 and ij,12 : π1(x, Uj) → π1(x, U1) ? π1(x, U2) denote the
inclusions for the free product of groups.

U1 U2
U

U1

U2

x

The theorem of Seifert and van Kampen for fundamental groups: The dotted and the solid path
in, respectively, U1 and U2 represent the same element of π1(x, U1 ∩ U2) and of π1(x,X). They
are identified by taking the quotient π1(x, U1) ? π1(x, U2)/N .

We will see in the following that this Corollary of the Theorem of and van Kampen allows
one to directly compute the fundamental groups for many topological spaces. The key point
is to choose the sets U1 and U2 in such a way that their fundamental groups and the one of
their overlap U1 ∩ U2 become as simple as possible. The simplest situation arises, when the
fundamental groups of U1 and U2 are trivial. In this case, X has a trivial fundamental group,
since the free product of two trivial groups is trivial.

Example 3.4.5: For n ≥ 2, the fundamental group of the n-sphere Sn is trivial.

To show this, choose ε ∈ (0, 1) and consider the open sets U± = {x ∈ Sn : ±x1 < ε}. Then
Sn = U+ ∪ U−, and the sets U±, U+ ∩ U− are path-connected. As U± ' Dn ' {p}, one has
π1(U±) = {e} and Corollary 3.4.4 implies π1(Sn) ∼= π1(Dn) ? π1(Dn)/N = {e}.
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Covering of th n-sphere by open sets U± = {x ∈ Sn : ±x1 < ε}.

This example also shows that the condition that U1 ∩U2 is path-connected in Theorem 3.4.4 is
necessary. In the case of the circle, we also have U± ' D1 ' {p}, but U+ ∩ U− ' {1}∪̇{−1} is
not path-connected and π1(S1) ∼= Z.

Another situation, in which it is very simple to compute the fundamental group π1(x,X) from
the pushout in Corollary 3.4.4 is the case where the intersection U1 ∩U2 is 1-connected. In this
case, the normal subgroup generated by the inclusions of π1(x, U1 ∩ U2) ∼= {e} is trivial, and
the associated quotient reduces to the free product of the groups π1(x, U1) ? π1(x, U2).

Corollary 3.4.6: Let X be a topological space, U1, U2 ⊂ X open and path-connected such
that X = U1 ∪ U2 and U1 ∩ U2 is 1-connected. Then for all x ∈ U1 ∩ U2, one has

π1(x,X) = π1(x, U1) ? π1(x, U2).

Corollary 3.4.6 can be applied to a wide class of examples of topological spaces and combined
with familiar constructions such as the attaching of n-cells, deformation retracts and wedge
sums.

Example 3.4.7: Let X1, X2 be path-connected topological spaces and Y = D1∪f (X1 +X2),
where f : {1,−1} → X1 + X2 satisfies f(1) ∈ i1(X1), f(−1) ∈ i2(X2). Then π1(Y ) ∼= π1(X1) ?
π1(X2).

X1
X2

f(1)
f(-1)

U1
U2

This can be shown as follows. Denote by ij : Xj → X1 +X2, ι12 : X1 +X2 → Y , ιD1 : D1 → Y
the inclusion maps and by π : D1 + X1 + X2 → Y the canonical surjection. Choose Uj =
ιD1((−1, 1))∪ ι12 ◦ ij(Xj). Then U1∪U2 = Y and Uj ⊂ Y are open since π−1(U1) = (−1, 1]∪X1

and π−1(U2) = [−1, 1)∪X2 are open inD1+X1+X2. It also follows directly that Y , U1 and U2 are
path-connected. As ιD1|(−1,1) : (−1, 1)→ Y is an embedding, U1 ∩ U2 = ιD1((−1, 1)) ' (−1, 1)
is 1-connected and Corollary 3.4.6 proves the claim.
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Example 3.4.8 (Bouquets):

For n ∈ N, a bouquet with n circles is the wedge sum ∨nS1 = S1 ∨ S1 ∨ . . .∨ S1 of n circles
with respect to a single point, as pictured below. Its fundamental group is

π1(∨nS1) ∼= Fn = Z ? . . . ? Z.

This follows since the wedge sum ∨nS1 is homotopy equivalent to the topological space obtained
by attaching a 1-cell to the disjoint sum S1 + ∨n−1S1 as in Example 3.4.7. This implies

π1(∨nS1) ∼= Z ? π1(∨n−1S1) = Z ? Z ? π1(∨n−2S1) = . . . = Z ? . . . ? Z = Fn.

It is clear that Example 3.4.8 not only allows us to compute the fundamental groups of bouquets
but also of all topological spaces that are homotopy equivalent to bouquets. In particular, this
includes the following examples, which motivates the consideration given to them and, more
generally, wedge sums.

Example 3.4.9:

1. The fundamental group of the n-punctured plane R2 \ {p1, ..., pn} or of the n-punctured
disc D2 \ {p1, ..., pn} is the free group Fn with n generators. This follows because the
bouquet with n circles is a deformation retract of R2 \ {p1, ..., pn} and of D2 \ {p1, ..., pn},
as pictured below.

2. The fundamental group of the n-punctured sphere S2 \ {p1, ..., pn} is the free group Fn−1

with n− 1 generators. This follows because the stereographic projection with respect to
p1 defines a homeomorphism S2 \ {p1, ..., pn} → R2 \ {p2, .., pn}.
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p1

p2

p3

p4

p5

3. The fundamental group of the n-punctured torus T \ {p1, ..., pn} is the free group Fn+1

with n + 1 generators. Again, this follows because the bouquet with n + 1 circles is a
deformation retract of T \ {p1, ..., pn}.

The fact that the fundamental group π1(Sn) is trivial for all n ≥ 2 also allows one to apply
Corollary 3.4.6 to the attaching of n-cells with n ≥ 3. Open coverings of spaces obtained
by attaching an n-cell to a topological space X typically give rise to open sets U1, U2 whose
intersection is homotopy equivalent to an n−1-sphere. If n ≥ 3, this n−1-sphere is 1-connected
and Corollary 3.4.6 yields the following result.

Lemma 3.4.10: Let X be a path-connected topological space, n ≥ 3 and f : ∂Dn = Sn−1 →
X continuous. Then π1(Dn ∪f X) ∼= π1(X).

Proof:
The pushout diagram for attaching Dn to X with f : Sn−1 → X is given by

Dn ∪f X X
ιXoo

Dn

ιDn

OO

Sn−1.
i

oo

f

OO

Consider the subsets U1 = ιDn(
◦
Dn) and U2 = (Dn ∪f X) \ {ιDn(0)}. Then U1 is open and

contractible since π−1(U1) = iDn(
◦
Dn) ≈

◦
Dn ' {p}, which implies π1(U1) ∼= {e}. The set

U2 is open since π−1(U2) = iDn(Dn \ {0}) ∪ iX(X) and iDn(DN \ {0}) ⊂ Dn and X are
open. Moreover, U2 is homeomorphic to the mapping cylinder Cg = (Sn−1 × (0, 1]) ∪f X,
which implies U2 ' X and π1(U2) ∼= π1(X) (see Example 3.1.11). The intersection U1 ∩ U2

is homotopy equivalent to Sn−1, since
◦
Dn \ {0} ' Sn−1 and ιDn | ◦Dn :

◦
Dn → Dn ∪f X is an

embedding. Hence U1 ∩ U2 is 1-connected by Corollary 3.4.5, and Corollary 3.4.6 implies
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π1(Dn ∪f X) ∼= π1(Dn) ? π1(X) ∼= π1(X). 2

In particular, we can use this Lemma to compute the fundamental group of a finite path-
connected CW -complex X =

⋃n
k=0X

k. As X is path-connected, Xk is path-connected for all
k ≥ 1. As Xk is obtained from Xk−1 by attaching k-cells, it follows with Lemma 3.4.10 that
π1(X) = π1(Xk) = π1(Xk−1) = π1(X2) for all k ≥ 3. This shows that all information about the
fundamental group of X is encoded in its 2-skeleton.

Corollary 3.4.11: Let X =
⋃n
k=0 X

k be a finite path-connected CW-complex. Then π1(X) =
π1(X2).

A similar phenomenon occurs when one considers the connected sum of manifolds. In this case,
two n-dimensional manifolds M1, M2 are glued along an (n − 1)-sphere, which is obtained
by cutting two n-discs from M1 and M2 and identifying their boundaries. By covering the
connected sum with open subspaces U1, U2 ⊂ M1#M2 that overlap along this (n − 1)-sphere,
one obtains again that U1 ∩ U2 is one-connected if n ≥ 3. Corollary 3.4.6 then shows that the
fundamental group of the connected sum M1#M2 of two n-dimensional manifolds is the free
product of the fundamental groups π1(M1) and π1(M2).

M1 M2

M1#M2

h1 h2

h1
-1h2

U1 U2
U

Lemma 3.4.12: Let M1,M2 be path-connected topological manifolds of dimension
dim(M1) = dim(M2) ≥ 3. Then π1(M1#M2) ∼= π1(M1) ? π1(M2).

Proof:
Choose homeomorphisms hi : U2ε = {x ∈ Rn : ||x|| < 2ε} → hi(U2ε) ⊂ Mi and attach N1 :=
M1 \h1(Uε) to N2 := M2 \h2(Uε) with the homeomorphism h2 ◦ (h1|∂Uε)−1 : h1(∂Uε)→ h2(∂Uε).
This gives the pushout diagram

M1#M2 N2 = M2 \ h2(Uε)
ι2oo

N1 = M1 \ h1(Uε)

ι1

OO

h1(∂Uε) ' Sn−1,
i∂Uε

oo

h2◦(h1|∂Uε )−1

OO
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in which ιi : Ni → M1#M2 are embeddings since h2 ◦ (h1|∂Uε)−1 : h1(∂Uε) → h2(∂Uε) is a
homeomorphism. Denote by π : N1 +N2 →M1#M2 the canonical surjection. Then the sets

U1 = ι1(N1) ∪ ι2 ◦ h2(U2ε \ Uε) U2 = ι2(N2) ∪ ι1 ◦ h1(U2ε \ Uε).

are open, since π−1(Ui) ≈ Ni+hj(U2ε\Uε) for i 6= j and Ni, hj(U2ε\Uε) are open in, respectively
Ni and Nj. Analogously, it follows that the set U1∩U2 = ι1◦h1(U2ε\Uε)∪ι2◦h2(U2ε\Uε) is open.
It is also apparent that U1, U2 and U1∩U2 are path-connected and U1∩U2 ' hi(U2ε\Uε) ' Sn−1,
which is 1-connected for n ≥ 3 by Corollary 3.4.5. Corollary 3.4.6 then implies
π1(M1#M2) = π1(N1)?π1(N2). As Mi is obtained by gluing an n-cell to Ni with the continuous
map fi : Sn−1 → hi(∂Uε), x 7→ hi(εx) and n ≥ 3, we have π1(Mi) ∼= π1(Dn ∪fi Ni) ∼= π1(Ni),
which proves the claim. 2

It remains to consider the connected sum M1#M2 two path-connected two-dimensional topo-
logical manifolds M1 and M2. In this case, we can choose open subsets U1, U2 ⊂ M1#M2 with
U1 ∪U2 = M1#M2 as in Lemma 3.4.12 and again apply Corollary 3.4.4 to compute the funda-
mental group π1(x,X) for x ∈ U1 ∩ U2. However, the the conclusion that π1(U1 ∩ U2) is trivial
no longer holds. This means that π1(M1#M2) is no longer a free product. Instead, Corollary
3.4.4 yields a presentation of π1(M1#M2) in terms of generators and relations. We compute this
presentation explicitly for surfaces of genus g, i. e. connected sums M = T#g = T#T# . . .#T .

Theorem 3.4.13: For g ∈ N, the fundamental group of an oriented genus g surface T#g =
(S1 × S1)# . . .#(S1 × S1) has a presentation

π1(T#g) = 〈a1, b1, ..., ag, bg | [bg, ag] · · · · [b2, a2] · [b1, a1] = 1〉,

where [b, a] = b · a · b−1 · a−1 is the group commutator.

Proof:
1. We first show that T#g is homeomorphic to a D2/ ∼, where the equivalence relation ∼
identifies points at the boundary of S1 = ∂D2 as shown below.

A'1

A1

B'1

B1

B'2
B2 A'2

A2

Bg

...

Ag

This follows by induction over g. For g = 1, there is a homeomorphism h̃ : D2 → [0, 1]× [0, 1],
which induces a homeomorphism D2/ ∼→ S1 × S1, as shown below.
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B'1

A1

A'1

B1

~~

A1

A'1

B'1B1

Suppose the statement is shown for T#k with k ≤ g − 1. Then we can cut the disc D2 along a
straight line labeled with c into two pieces P1 and P2 as shown below. As the two endpoints of c
on the boundary S1 = ∂D2 are identified, the quotients P1/ ∼ and P2/ ∼ are homeomorphic to
the quotients of Q1/ ∼ and Q2/ ∼ with the same boundary identification and a disc bordered
by c removed from them. By induction hypothesis, Q1/ ∼ is homeomorphic to M1 = T#(g−1) \
h1(Uε) and Q2/ ∼ to M2 = T \ h2(Uε), where h1 : U2ε → h1(U2ε) ⊂ T#(g−1) and h2 : U2ε →
h2(U2ε) ⊂ T are homeomorphisms. By attaching M1 to M2 with the homeomorphism h2 ◦
(h1|∂Uε)−1 : h1(∂Uε)→ h2(∂Uε), we obtain T#g = M1#M2 ≈ D2/ ∼.

A'g

Ag

B'g

Bg

B'2
A2 A'2

A2

Bg-1

...

Ag-1

c

B'2
B2 A'2

A2

Bg

...

Ag

A'1

A1

B'1

B1
c

c

B1

A'1

A1

B'1

c

P1

P2

Q1

Q2

2. We compute the fundamental group of T#g = D2/ ∼ with the Theorem of van Kampen. For
this we choose the open and subspaces

U1 =
◦

D2/ ∼ ≈
◦

D2 ' {p}, U2 = D2 \ {0}/ ∼

with T#g = U1 ∪ U2 and a point x ∈ U1 ∩ U2. Then we have U1 ∩ U2 ≈
◦

D2 \ {0} ' S1 and,
consequently, π1(x, U1 ∩ U2) ∼= π1(S1) ∼= Z. As S1 = ∂D2 is a deformation retract of D2 \ {0},
there is a retraction r : D2 \ {0} → S1 and a homotopy h : [0, 1] × D2 \ {0} → D2 \ {0}
from iS1 ◦ r to idD2\{0} relative to S1. As the equivalence relation ∼ only identifies different
points x 6= x′ ∈ D2 \ {0} if both x, x′ ∈ S1, the universal property of quotients yields a
retraction r∼ : U2 → S1/ ∼ and a homotopy h∼ : [0, 1]× U2 → U2 from iS1/∼ ◦ r∼ to idU2 . This
implies U2 ' S1/ ∼. As S1/ ∼ is a bouquet with 2g circles, it follows from Example 3.4.8 that
π1(x, U2) ∼= F2g.
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A'1

A1

B'1

B1

B'2
B2 A'2

A2

Bg

...

Ag

...

a1

b1

bg

ag

a2

b2

Corollary 3.4.4 then yields the following pushout in Grp

π1(x,X) π1(x, U1) = {e}π1(x,i1)

e7→e
oo

F2g
∼= π1(x, U2)

π1(x,i2)

OO

π1(x, U1 ∩ U2) ∼= Z.

π1(x,j1)Z 7→e

OO

π1(x,j2)
oo

As the diagram commutes, the group homomorphism π1(x, i2) ◦π1(x, j2) = π1(x, i1) ◦π1(x, j1) :
π1(x, U1∩U2)→ π1(x,X) is trivial. Moreover, as any group homomorphism π1(x, U1) ∼= {e} →
H into a group H is trivial, the universal property of this pushout states that for any group
homomorphism φ2 : π1(x, U2) ∼= F2g → H for which φ2 ◦ π1(x, j2) : Z→ H is trivial, there is a
unique group homomorphism φ : π1(x,X)→ H with φ ◦ π1(x, i2) = φ2. This implies

π1(x,X) ∼=
π1(x, U2)

π1(x, j2)(π1(x, U1 ∩ U2))
∼= F2g/Z.

To obtain a presentation of π1(x,X) we need to determine the group homomorphism

π1(x, j2) : π1(x, U1 ∩ U2) ∼= Z→ π1(x, U2) ∼= F2g.

For this, we consider the paths Ai, A
′
i, Bi, B

′
i : [0, 1]→ D2 \{0} pictured below and their images

ai = p ◦Ai, bi = p ◦Bi : [0, 1]→ U2 under the canonical surjection p : D2 \ {0} → U2. Then the
homotopy classes of ai, bi : [0, 1]→ U2 freely generate π1(x, U2) = 〈a1, b1, . . . , ag, bg〉 = F2g.

A'1

A1

B'1

B1

B'2
B2 A'2

A2

Bg

...

Ag

U1 U2
U

x
C

As U1 ∩ U2 ' S1, the fundamental group π1(x, U1 ∩ U2) is isomorphic to π1(S1) ∼= Z and
generated by the homotopy class of the path c = p ◦ (1

2
exp |[0,1]) : [0, 1] → U1 ∩ U2. As the
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homotopy class of the associated path C = 1
2

exp |[0,1] : [0, 1]→ D2 \ {0} is given by

[C] = [Bg ? Ag ? B′g ? A
′
g ? . . . B1 ? A1 ? B′1 ? A

′
1]

= [Bg] ◦ [Ag] ◦ [B′g]
−1 ◦ [A′g]

−1 ◦ . . . ◦ [B1] ◦ [A1] ◦ [B′1]−1 ◦ [A′1]−1,

it follows that the group homomorphism π1(x, j2) : π1(x, U1 ∩ U2)→ π1(x, U2) is given by

π1(x, j2) : [c] 7→ [bg] ◦ [ag] ◦ [bg]
−1 ◦ [ag]

−1 ◦ . . . ◦ [b1] ◦ [a1] ◦ [b1]−1 ◦ [a1]−1,

and we obtain the presentation

π1(x,X) ∼=π1(x, U2)/π1(x, j2)(π1(x, U1 ∩ U2) = 〈a1, b1, ..., ag, bg | [bg, ag] · · · [b1, a1] = 1〉.

2

Example 3.4.14: For the torus, Theorem 3.4.13 yields π1(T ) = 〈a, b| [b, a] = 1〉 ∼= Z×Z, while
the torus T \D with a disc removed has the fundamental group π1(T \D) = 〈a, b〉 = F2. On the
punctured torus, the group element [b, a] corresponds to the curve that winds counterclockwise
along the disc, as pictured in Figure 3.4. If the hole is patched by attaching a 2-cell along the
dashed circle, then one obtains a torus in which the correponding curve is contractible.

Corollary 3.4.15: For g1 6= g2, the surfaces T#g1 and T#g2 are not of the same homotopy
type and, consequently, not homeomorphic.

Proof:
If two path-connected topological spaces X1, X2 are of the same homotopy type, then their
fundamental groups are isomorphic π1(X1) ∼= π1(X2). This implies that their abelianisations
Ab(π1(Xi)) = π1(Xi)/[π1(Xi), π1(Xi)] are isomorphic, too. However, by Theorem 3.4.13 we
have π1(T#g) = 〈a1, b1, ..., ag, bg| [bg, ag] · · · [b1, a1] = 1〉, which implies

Ab(T#g) = Z× Z× . . .× Z︸ ︷︷ ︸
2g×

and hence π1(T#g1) 6∼= π1(T#g2) for g1 6= g2. 2

By attaching m 2-cells to a bouquet with n circles, one can construct a topological space X with
fundamental group π1(X) ∼= G for every finitely presented group G. The statement holds more
generally for groups with a presentation in terms of infinitely many generators and relations,
but the proof becomes more complicated due to topological subtleties of CW-complexes.

The principal idea is to start with a topological space Y whose fundamental group is a free
group, for instance a bouquet, and to attach 2-cells with the relations as attaching maps. Each
2-cell attached with a continuous map f : S1 → Y “destroys” the corresponding element
[f ] ∈ π1(Y ), that is, identifies it with the unit element, and one obtains a topological space
with with fundamental group π1(X) ∼= G.

Proposition 3.4.16: Let G = 〈a1, ..., an | r1 = 1, ..., rm = 1〉 be a presentation of a group G
with generators a1, ..., an and relations r1, ..., rm. There is a path-connected topological space
X with π1(X) ∼= G.
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Proof:
We prove the claim by induction over the number m of relations. For m = 0 we can choose X
as a bouquet with n circles, since π1(X) = Fn = 〈a1, ..., an〉 by Example 3.4.8.

Suppose the statement is shown for m ≤ k and G = 〈a1, ..., an | r1, ..., rk+1〉. Consider the group
H = 〈a1, ..., an | r1, .., rk〉 with the canonical surjection πH : Fn → H = Fn/〈{r1, ..., kk}〉 . Then
by induction hypothesis, there is a path-connected topologuical space Y with π1(Y ) ∼= H.
Choose a point y ∈ Y and a closed path γ based at y with [γ] = πH(rk+1). As γ(0) = γ(1) = y,
the path γ induces a continuous map f : S1 → Y that can be used to attach a 2-cell to Y .

We consider the topological space X := D2 +f Y and compute its fundamental group with the
thorem of Seiffert and van Kampen. Consider the open and path-connected subspaces

U1 = ι1(D̊2) U2 = ι′1(D2 \ {0}) ∪ ι′2(Y ),

where ιi = πX ◦ ιi, ι1 : D2 → D2 + Y and ι2 : Y → D2 + Y denote the inclusions for the
topological sum and πX : D2 + Y → X the canonical surjection. The subspace U1 is homotopy
equivalent to D̊2, which implies π1(U2) = {e}. The subspace U1∩U2 = ι1(D̊2\{0}) is homotopy
equivalent to S1, and this implies π1(U1 ∩U2) = Z. The subspace U2 is homotopy equivalent to
Y , since an argument analogous to the proof of Lemma 3.4.10 shows that ι′2(Y ) is a deformation
retract of U2. This implies π1(x, U2) ∼= π1(y, Y ) for all x ∈ U1 ∩ U2. With Corollary 3.4.4 we
obtain the pushout

π1(x,X) {e}e 7→eoo

π1(Y )

π1(i2)

OO

Z.

z 7→e

OO

π1(j2)
oo

,

with π1(j2) : Z→ π1(Y ), 1 7→ πH(rk+1). This implies

π1(x,X) ∼=
π1(Y )

π1(j2)(Z)
∼=

H

〈{πH(rk+1)}〉

It is now sufficoent to show that the groups G = Fn/〈{r1, ..., rk+1}〉 and K := H/〈{πH(rk+1)}
are isomorphic. For this, denote by πG : Fn → G and πK : H → K the canonical surjections.
As {r1, ..., rk+1} ⊆ ker(πK ◦ πH), by the universal property of the factor group there is a
unique group homomorphism φ : G → K with φ ◦ πG = πK ◦ πH . The group homomorphism
πG : Fn → G satisfies {r1, ..., rk} ⊆ ker(πG), and hence there is a unique group homomorphism
ψ′ : H → G with ψ′ ◦ πH = πG. As πH(rk+1) ∈ ker(ψ′), we also obtain a unique group homo-
morphism ψ : K → G mit ψ◦πK = ψ′. This implies ψ◦φ◦πG = ψ◦πK ◦πH = ψ′◦πH = πG and
φ◦ψ◦πK◦πH = φ◦ψ′◦πH = φ◦πG = πK◦πH . With the universal properties of the factor groups
we obtain ψ◦φ = idG and ψ◦φ = idK . This shows that ψ = φ−1 and G and K are isomorphic. 2
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a
b

Figure 1: The defining relation for the fundamental group of the torus.
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3.5 Supplement*: paths, homotopies and fundamental groupoids
from the higher category perspective

The relation between topological spaces, continuous maps, homotopies and fundamental
groupoids, functors and natural transformations between them in Theorem 3.2.8 can be formu-
lated in a more concise way in the language of higher categories. For this, we first introduce
the notion of a 2-category. While a category involves two layers of structure, objects and mor-
phisms between them, a 2-category involves three layers, objects, morphisms between them and
morphisms between morphisms. It also exhibits two compositions and certain coherence axioms
between them.

Definition 3.5.1: A 2-category C consists of

1. A collection of objects X, Y, ....

2. For each pair of objects X, Y in C, a category C(X, Y ).

The objects in C(X, Y ) are called 1-morphisms and denoted f : X → Y . The
morphisms in C(X, Y ) are called 2-morphisms and denoted α : f ⇒ g, and the identity
morphisms for an object f in C(X, Y ) by 1f : f ⇒ f . The composition of morphisms in
C(X, Y ) is denoted · and called vertical composition.

3. For any triple of objects X, Y, Z a functor •X,Y,Z : C(Y, Z) × C(X, Y ) → C(X,Z), called
the horizontal composition. It is required to be strictly associative, i. e. to satisfy for
all objects W,X, Y, Z

•W,X,Z(•X,Y,Z × idC(W,X)) = •W,Y,Z(idC(Y,Z) × •W,X,Y )

4. For each object X, a unit functor IX : I → C(X,X), where I is the trivial category
with one object X and one identity morphism 1X . This data is equivalent to the choice
of a 1-morphism eX : X → X in each category C(X,X) together with the associated
identity morphism 1eX : eX ⇒ eX . The unit functors are required to satisfy the following
compatibility condition with the horizontal composition

•X,Y,Y (IY × idC(X,Y )) = idC(x,Y ) = •X,X,Y (idC(X,Y ) × IX).

Remark 3.5.2: In a 2-category C, the objects and 1-morphisms also form a category, with the
composition of 1-morphisms given by the horizontal composition and the identity morphisms
by the unit functors. A 2-category in which all 1- and 2-morphisms are isomorphisms is called
a 2-groupoid.

Remark 3.5.3: To illustrate structures in a 2-category with diagrams, one often uses the
following notation. A 1-morphism f : X → Y between from an object X to an object Y is
denoted

X
f // Y,

and the unit 1-morphism eX : X → X for an object X is omitted, i. e.

X
eX // X = X.
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A 2-morphism h : f1 ⇒ f2 from a 1-morphism f1 : X → Y to a 1-morphism f2 : X → Y
corresponds to a 2-cell

X
f1 ''

f2

77�� h Y,

and the identity 2-morphism 1f : f ⇒ f from a 1-morphism f : X → Y to itself is omitted

X
f
&&

f

88�� 1f Y = X
f // Y.

The vertical composite h2 · h1 : f1 ⇒ f3 of two 2-morphisms h1 : f1 ⇒ f2, h2 : f2 ⇒ f3 between
1-morphisms f1, f2, f3 : X → Y is denoted

X

f1

����h1

DD

f3

��h2
f2

// Y .

The horizontal composite g •X,Y,Z f : X → Y of 1-morphisms f : X → Y , g : Y → Z is denoted

X
f // Y

g // Z

and the horizontal composite k •X,Y,Z h of 2-morphisms h : f1 ⇒ f2, k : g1 ⇒ g2 between
1-morphisms f1, f2 : X → Y and g1, g2 : Y → Z by

X
f1 &&

f2

88�� h Y

g1
&&

g2

88�� k Z

The associativity of the vertical composition and the properties of the identity morphisms
ensure that diagrams involving multiple vertical composites and identity morphisms have a
unique interpretation. The requirement that the horizontal composites are functors ensures that
diagrams involving both vertical and horizontal composition have a unique interpretation. The
associativity and unit condition for the horizontal composition ensure that diagrams involving
multiple horizontal composites have a unique interpretation.

To develop an intuition for the structures in a higher category, it is always useful to first
consider the situation where there is only one object and to determine to what the categorical
data reduces in this case. For a 2-category, this yields a monoidal category or tensor category.

Example 3.5.4: A 2-category C with a single object X is a strict monoidal category (D,⊗, e).

In this case, one has a single category D = C(X,X) together with a functor
⊗ = •X,X,X : D × D → D, a distinguished object e ∈ D and a 1-morphism εX = 1e : e → e
such that ⊗(⊗ × idD) = ⊗(idD × ⊗), e ⊗ D = D ⊗ e = D for all objects D of D and
1e ⊗ f = f ⊗ 1e = f for all morphisms f : D → D′ in D. This is precisely the data for a strict
monoidal category.
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Example 3.5.5: Let R be a unital ring. Then chain complexes, chain maps and chain homo-
topies in R-Mod form a 2-category Ch(R-Mod):

1. objects: chain complexes X•, Y•, ... in R-Mod,

2. 1- and 2-morphisms: The objects of the categories Ch(R-Mod)(X•, Y•) (1-morphisms)
are chain maps f•, g•, ... : X• → Y•. A morphism from f• : X• → Y• to g• : X• → Y•
(2-morphism) is a chain homotopy h• : f• ⇒ g•. The composition of morphisms in
Ch(R-Mod)(X•, Y•) (vertical composition) is given by the pointwise addition of chain
homotopies h• + h′• = (hn + h′n)n∈Z. The identity morphisms in Ch(R-Mod)(X•, Y•) are
trivial chain homotopies 1f• = (0)n∈Z.

3. horizontal composition: The horizontal composition functor

◦X•,Y•,Z• : Ch(R-Mod)(Y•, Z•)× Ch(R-Mod)(X•, Y•)→ Ch(R-Mod)(X•, Z•)

is given by the composition of chain maps g• ◦ f• = (gn ◦ fn)n∈Z and the horizontal
composition of chain homotopies h′• ◦h• = (g′n+1 ◦hn+h′n ◦fn)n∈Z = (gn+1 ◦hn+h′nf

′
n)n∈Z

for chain homotopies h• : f• ⇒ f ′• and h′• : g• ⇒ g′• and chain maps f•, f
′
• : X• → Y•,

g•, g
′
• : Y• → Z•.

4. unit functors: The unit functor are given by the identity chain maps eX• = idX• =
(idXn)n∈Z and the trivial chain homotopy 1eX• from eX• to itself.

It is clear that the vertical composition is associative and unital, and hence the sets
Ch(R-Mod)(X•, Y•) form categories. It also follows directly that the horizontal composition
is a functor, since

k′• ◦ h′• + k• ◦ h• = (g′′n+1 ◦ h′n + k′n ◦ f ′n + g′n+1 ◦ hn + kn ◦ fn)n∈Z

= (g′′n+1 ◦ h′n + k′n ◦ fn + g′′n+1 ◦ hn + kn ◦ fn)n∈Z = (g′′n+1 ◦ (h′n + hn) + (k′n + kn) ◦ fn)n∈Z

= (k′• + h′•) ◦ (k• + h•)

1g• ◦ 1f• = (g• ◦ 0 + 0 ◦ f•)n∈Z = (0)n∈Z = 1g•◦f• .

for all chain maps f•, f
′
•, f

′′
• : X• → Y•, g•, g

′
•, g
′′
• : Y• → Z• and chain homotopies h• : f• ⇒ f ′•,

h′• : f ′• ⇒ f ′′• , k• : g• ⇒ g′• k
′
• : g′• ⇒ g′′• . The horizontal compoisition functor is strictly

associative since for all chain maps f 1
• , g

1
• : W• → X•, f

2
• , g

2
• : X• → Y•, f

3
• , g

3
• : Y• → Z• and

chain homotopies hk• : fk• ⇒ gk• , we have f 3
• ◦ (f 2

• ◦ f 1
• ) = (f 3

n ◦ f 2
n ◦ f 1

n)n∈Z = (f 3
• ◦ f 2

• ) ◦ f 1
• and

h3
• ◦ (h2

• ◦ h1
•) = (g3

n+1 ◦ (h2
• ◦ h1

•)n + h3
n ◦ f 2

n ◦ f 1
n)n∈Z

= (g3
n+1 ◦ (g2

n+1 ◦ h1
n + h2

n ◦ f 1
n) + h3

n ◦ f 2
n ◦ f 1

n)n∈Z

= (g3
n+1 ◦ g2

n+1 ◦ h1
n + (g3

n+1 ◦ h2
n + h3

n ◦ f 2
n) ◦ f 1

n)n∈Z

= (g3
n+1 ◦ g2

n+1 ◦ h1
n + (h3

• ◦ h2
•)n ◦ f 1

n)n∈Z = (h3
• ◦ h2

•) ◦ h1
•.

The compatibility conditions between the horizontal composition and units are satisfied since
for all chain maps f•, g• : X• → Y• and chain homotopies h• : f• ⇒ g•, we have eY• ◦ f• =
(idYn ◦ fn)n∈Z = (fn ◦ idXn)n∈Z = f• ◦ eX• and

h• ◦ 1eX• = (gn+1 ◦ 0 + hn ◦ idXn)n∈Z = (hn)n∈Z = (idYn+1 ◦ hn + 0 ◦ fn)n∈Z = 1eY• ◦ h•

We will now show that the notion of a 2-category is also appropriate for topological spaces,
continuous maps and homotopies between them. This is rather intuitive up to one detail. To
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ensure that the vertical composition of 2-morphisms is associative, one cannot simply work
with homotopies but has to consider instead homotopy classes of homotopies. This is familiar
from the construction of the fundamental groupoid, where one has to take homotopy classes of
paths instead of paths to obtain a category.

Example 3.5.6: The 2-category 2Top involves the following structures:

1. objects: topological spaces X, Y, ...,

2. 1- and 2-morphisms: for given topological spaces X, Y , the category Top(X, Y ) has
as objects continuous maps f : X → Y . Morphisms from f : X → Y to g : X → Y
are homotopy classes relative to {0, 1} × X of homotopies from f to g. The vertical
composition is given by the composition of homotopies. For homotopies hi : [0, 1]×X → Y
from fi : X → Y to fi+1 : X → Y , i = 1, 2, we set

[h2] · [h1] := [h2 · h1] with h2 · h1(t, x) =

{
h1(2t, x) t ∈ [0, 1

2
)

h2(2t− 1, x) t ∈ [1
2
, 1]

The unit 2-morphisms are the homotopy classes relative to {0, 1} × X of trivial homo-
topies hf : [0, 1]×X → Y , hf (t, x) = f(x) for all t ∈ [0, 1], x ∈ X.

3. horizontal composition: The horizontal composition is given by the composition of
maps and homotopies

f2 •X,Y,Z f1 = f2 ◦ f, [h2] •X,Y,Z [h1] := [h2 • h1] with (h2 • h1)(t, x) = h2(t, h1(t, x))

for all continuous maps f1, f
′
1 : X → Y , f2, f

′
2 : Y → Z and homotopies h1 : [0, 1]×X → Y

from f1 to f ′1 and h2 : [0, 1]× Y → Z from f2 to f ′2.

4. unit functors: The unit functor for a topological space X is given by the identity map
eX = idX : X → X and the homotopy class of the identity homotopy εX = [hidX ] with
hidX : [0, 1]×X → X, h(t, x) = x for all t ∈ [0, 1], x ∈ X.

We will now show that these structures satisfy the axioms of a 2-category.

1. The vertical composition is well-defined. If hi, h
′
i : [0, 1] × X → Y are homotopies from

fi : X → Y to fi+1 : X → Y and Hi : [0, 1] × [0, 1] × X → Y are homotopies from hi to h′i
relative to {0, 1} ×X for i = 1, 2, then H : [0, 1]× [0, 1]×X → Y

H(s, t, x) =

{
H1(s, 2t, x) s ∈ [0, 1

2
)

H2(s, 2t− 1, x) t ∈ [1
2
, 1]

is a homotopy relative to {0, 1}×X from h2·h1 to h′2·h′1 and hence h′2 ∼{0,1}×X h2, h′1 ∼{0,1}×X h1

implies [h′2 · h′1] = [h2 · h1].

2. The vertical composition is associative and unital. For all continuous maps f1, f2, f3, f4 :
X → Y and homotopies hi from fi to fi+1, one has h3 · (h2 · h1) ∼{0,1}×X (h3 · h2) · h1 and
hf2 · h1 ∼{0,1}×X h1 ∼{0,1}×X h1 · hf1 . Explicitly, a homotopy H : [0, 1] × [0, 1] × X → Y from
h3 · (h2 · h1) to (h3 · h2) · h1 relative to {0, 1} ×X is given by

H(s, t, x) =


h1

(
4t
s+1

, x
)

t ∈ [0, s+1
4

)

h2 (4t− s− 1, x) t ∈ [ s+1
4
, s+2

4
)

h3

(
4t−s−2

2−s , x
)

t ∈ [ s+2
4
, 1].
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f4

t
h1 h2 h3

h1 h2 h3

f1

s

h1 h2 h3

Homotopies HR, HL : [0, 1] × [0, 1] × X → Y relative to {0, 1} × X from h1 · hf1 and hf2 · h1,
respectively, to h1 are given by

HL(s, t, x) =

{
f1(x) t ∈ [0, 1−s

2
)

h1

(
2t−1+s

1+s
, x
)

t ∈ [1−s
2
, 1]

HR(s, t, x) =

{
h1

(
2t

1+s
, x
)

t ∈ [0, 1+s
2

)

f2(x) t ∈ [1+s
2
, 1]

f2

t
f1 h1

h1

f1

s

f1

h1 f2

t
h1 f2

h1

f2

s

h1

f2

3. The horizontal composition is a functor since for all continuous maps f, f ′f ′′ : X → Y ,
g, g′, g′′ : Y → Z and all homotopies h from f to f ′, h′ from f ′ to f ′′, k from g to g′, k′ from g′

to g′′, one has for all t ∈ [0, 1], x ∈ X

(hg •X,Y,Z hf )(t, x) = hg(t, h(t, x)) = g ◦ f(x) = hg◦f (t, x)

(k′ · k) •X,Y,Z (h′ · h)(t, x) = (k′ •X,Y,Z h′) · (k •X,Y,Z h)(t, x) =

{
k(2t, h(2t, x)) t ∈ [0, 1

2
)

k′(2t− 1, h′(2t− 1, x)) t ∈ [1
2
, 1]

.

The horizontal composition is associative and unital, since for all continuous maps f : W → X,
g : X → Y , h : Y → Z

(h •X,Y,Z g) •W,X,Y f = (h ◦ g) ◦ f = h ◦ g ◦ f = h ◦ (g ◦ f) = h •X,Y,Z (g •W,X,Y f)

eY •X,Y,Y f = idY ◦ f = f = f ◦ idX = f •X,X,Y eY ,

and for all continuous maps f1, f
′
1 : W → X, f2, f

′
2 : X → Y , f3, f

′
3 : Y → Z and homotopies hi

from fi to f ′i , one has

(h3 · (h2 · h1))(t, x) = h3(t, (h2 · h1)(t, x)) = h3(t, h2(t, h1(t, x))) = (h3 · h2)(t, h1(t, x))

= (h3 · h2) · h1)(t, x)

(hY · h)(t, x) = hY (t, h(t, x)) = h(t, x) = h(t, hX(t, x)) = (h · hX)(t, x).

for all t ∈ [0, 1] and x ∈ X. This shows that 2Top is a 2-category.

Note that all 2-morphisms in 2Top are invertible since for any homotopy h from f : X → Y
to f ′ : X → Y one has a homotopy h : [0, 1] ×X → Y , h(t, x) = h(1 − t, x) from f ′ to f and
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h · h ∼{0,1}×X hf , h · h ∼{0,1}×X hf ′ . Homotopies H,H ′ : [0, 1]× [0, 1]×X → Y from h · h to hf
and h · h to hf ′ relative to {0, 1} ×X are given by

H(s, t, x) =


h( 2t

1−s , x) t ∈ [0, 1−s
2

)

h(2t−1+s
1−s , x) t ∈ [1−s

2
, 1− s)

f(x) t ∈ [1− s, 1]

H ′(s, t, x) =


h( 2t

1−s , x) t ∈ [0, 1−s
2

)

h(2t−1+s
1−s , x) t ∈ [1−s

2
, 1− s)

f ′(x) t ∈ [1− s, 1]

f

t
h h

f

f

s

h h

f
f ′

t
h h

f ′

f ′

s

h h

f ′

The aim is now to relate this 2-category to fundamental groupoids of topological spaces, func-
tors between them and natural transformations. The fact that there are again three layers of
structure strongly suggests that groupoids, functors between them and natural transformations
between such functors form a 2-category. In fact, this not only holds for groupoids but, more
generally, for small categories, functors and natural transformations.

Example 3.5.7: The 2-category Cat consists of the following:

1. objects: small categories C,D, ...,
2. 1- and 2-morphisms: the category Cat(C,D) is the functor category Fun(C,D) with

functors F,G : C → D as objects and natural transformations κ : F → G as morphisms.
The vertical composition is the composition of 2-morphisms in D, i. e. (κ · η)C = κC ◦ ηC
for all natural transformations η : F → G, κ : G → H, functors F,G,H : C → D
and objects C in C. The identity 2-morphisms are the identity natural transformations
1F : F ⇒ F with (1F )C = 1F (C) for all objects C in C.

3. horizontal composition: The horizontal composition is given by the composition of
functors and their action on natural transformations

G •C,D,E F = GF : C → E , (β •C,D,E α)C = βF ′(C) ◦G(αC) : FG⇒ F ′G′

for functors F, F ′ : C → D, G,G′ : D → E and natural transformations α : F → F ′,
β : G→ G′.

4. unit functors: The unit functor for a small category C is given by the identity functor
eC = idC : C → C and the identity natural transformation εC = 1idC : idC → idC.

We verify that these structures satisfy the axioms of a 2-category.

1. It is easy to see that the vertical composition is strictly associative and unital, since for
functors F,G,H,K : C → D and natural transformations α : F → G, β : G→ H, γ : H → K,
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one has (γ · (β · α))C = γC ◦ βC ◦ αC = ((γ · β) · α)C and (1G · α)C = 1G(C) ◦ αC = αC =
αC ◦ 1F (C) = (αC · 1F )C .

2. The requirement that the horizontal composition is a functor reads

(δ · γ) •C,D,E (β · α) = (δ •C,D,E β) · (γ •C,D,E α) 1G •C,D,E 1F = 1GF

for all functors F, F ′, F ′′ : C → D, G,G′, G′′ : D → E and natural transformations α : F → F ′,
β : F ′ → F ′′, γ : G→ G′, δ : G′ → G′′. This is equivalent to the conditions

δF ′′(C) ◦ γF ′′(C) ◦G(βC) ◦G(αC) = δF ′′(C) ◦G′(βC) ◦ γF ′(C) ◦G(αC)

1GF (C) ◦G(1F (C)) = 1GF (C)

for all objects C in C. The first condition follows from the naturality of the natural transfor-
mation γ : G → G′, which implies G′(βC) ◦ γF ′(C) = γF ′′(C) ◦ G(βC) for all objects C in C.
The second from the fact that for any functor G : C → D and any object D in D, one has
G(1D) = 1G(D).

3. The horizontal composition is strictly associative and unital, since for functors F : C → D,
G : D → E and H : E → F one has

(H •D,E,F G)•C,D,E = HGF = H •D,E,F (G •C,D,E F )

eD •C,D,D F = idDF = F = F idC = F •C,C,D idC

and for all natural transformations α : F → F ′, β : G→ G′, γ : H → H ′ and objects C in C

(γ •D,E,F (β •C,D,E α))C = γG′F ′(C) ◦H(βF ′(C) ◦G(αC)) = γG′F ′(C) ◦H(βF ′(C)) ◦HG(αC)

= (γG′(F ′(C)) ◦H(βF ′(C))) ◦HG(αC) = (γ •D,E,F β)F ′(C) ◦HG(αC)

= ((γ •D,E,F β) •C,D,E α)C

(εD •C,D,D α)C = 1F ′(C) ◦ αC = αC = αC ◦ 1F (C) = αC ◦ F (1C) = (α •C,C,D εC)C

This shows that Cat is a 2-category.

Just as in the case of a category, one can construct full sub 2-categories of a 2-category C
by discarding certain objects X in C and all categories C(X, Y ) and C(W,X) involving the
discarded objects. This allows one to restrict attention to a subcategory of Cat, whose objects
are groupoids instead of general categories.

Example 3.5.8: The 2-category Grpd consists of:

1. objects: groupoids.

2. 1- and 2-morphisms: functors between groupoids and natural transformations between
them. Vertical composition and identity 2-morphisms as in Cat.

3. horizontal composition and unit functors: as in Cat.

The structures introduced so far suggest that there should be a generalisation of the notion
of a functor to 2-categories. This generalisation should involve all layers of structure, i. e. the
objects as well as the categories C(X, Y ) and should be compatible with both, vertical and
horizontal composition and the associated identity 2-morphisms and unit 1-morphisms.
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Definition 3.5.9: A 2-functor F : C → D between 2-categories C,D consists of the
following data:

1. An assignment X → F0(X) of an object F0(X) in D to each object X in C.
2. For each pair of objects X, Y in C, a functor FX,Y : C(X, Y )→ D(F0(X), F0(Y )).

3. For each triple of objects X, Y, Z in C a natural isomorphism

φX,Y,Z : •F0(X),F0(Y ),F0(Z)(FY,Z × FX,Y )
∼−→ FX,Z •X,Y,Z .

This determines for all 1-morphisms f : X → Y , g : Y → Z a 2-morphism
φg,f : FY,Z(g) •F0(X),F0(Y ),F0(Z) FX,Y (f)⇒ FX,Z(g •X,Y,Z f).

4. For each object X in C, an invertible 2-morphism φX : eF0(X) ⇒ FX,X(eX),

such that the following consistency conditions are met:

1. For all 1-morphisms f : X → Y , the following diagram commutes

FX,Y (f) = FX,Y (f) • eF0(X) = eF0(Y ) • FX,Y (f)

1

,,
φY •1
��

1•φX // FX,Y (f) • FX,X(eX)

φf,eX
��

FX,Y (eY • f)
φeY ,g

// FX,Y (eY • f) = FX,Y (f) = FX,Y (f • eX)

2. For all 1-morphisms f : W → X, g : X → Y , h : Y → Z, the following diagram commutes

FY,Z(h) • FX,Y (g) • FW,X(f)

φh,g•1
��

1•φg,f // FY,Z(h) • FW,Y (g • f)

φh,g•f
��

FX,Y (h • g) • FW,X(f)
Φh•g,f

// FW,Z(h • g • f).

The 2-functor is called a strict 2-functor if all 2-morphisms φg,f : FY,Z(g) • FX,Y (f) ⇒
FX,Z(g • f) and φX : eF0(X) → FX,X(eX) are identity 2-morphisms.

Using the notion of a 2-functor, we can now formulate the results from Theorem 3.2.8 (and some
additional ones) more concisely, namely as the existence of a 2-functor from the 2-category of
topological spaces, continuous maps and homotopy classes of homotopies to the 2-category of
groupoids, functors and natural transformations between them.

Theorem 3.5.10: The assignments

F0 : X 7→ Π1(X)

FX,Y : f : X → Y 7→ Π1(f) : Π1(X)→ Π1(Y )

[h] : f ⇒ g 7→ Π1(h) : Π1(f)→ Π1(g)

from Theorem 3.2.8 define a strict 2-functor F : 2Top→ Grpd.

Proof:
1. The assignments FX,Y : 2Top(X, Y )→ Fun(Π1(X),Π1(Y )) are well-defined:
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If h : [0, 1] × X → Y is a homotopy from f to g, then the natural transformation Π1(h) :
Π1(f) → Π1(g) is given by a collection of morphisms Π1(h)x = [hx]0,1 : f(x) → g(x), where
hx : [0, 1]→ Y is the path given by hx(t) = h(t, x).

If h, h′ : [0, 1]×X → Y are homotopies from f to g and H : [0, 1]×[0, 1]×X → Y is a homotopy
from h to h′ relative to {0, 1} × X, then Hx : [0, 1] × [0, 1] → Y , Hx(s, t) = H(s, t, x) is a
homotopy from hx : [0, 1]→ Y to h′x : [0, 1]→ Y relative to {0, 1}. This implies [hx]0,1 = [h′x]0,1
for all x ∈ X and hence Π1(h) = Π1(h′).

2. The assignments FX,Y : 2Top(X, Y )→ Fun(Π1(X),Π1(Y )) are functors:

For fixed topological spaces X, Y , continuous maps f1, f2, f3 : X → Y and homotopies h1 :
[0, 1]×X → Y from f1 to f2 and h2 : [0, 1]×X → Y from f2 to f3, we have

(h2 · h1)(t, x) =

{
h1(2t, x) t ∈ [0, 1

2
)

h2(2t− 1, x) t ∈ [1
2
, 1]

and, consequently, (h2 · h1)x = (h2)x ? (h1)x. This proves that for all x ∈ X

Π1(h2 · h1)x = [(h2 · h1)x]0,1 = [(h2)x ? (h1)x]0,1 = [(h2)x]0,1 ◦ [(h1)x]0,1 = Π1(h2)x ◦ Π1(h1)x

and hence Π1(h2 · h1) = Π1(h2)Π1(h1). Similarly, we find for the trivial homotopies hf : [0, 1]×
X → Y , hf (t, x) = f(x) for all x ∈ X that Π1(hf )x = [γf(x)] = 1f(x) for all x ∈ X and hence
Π1([hf ]) = idΠ1(F ) = 1Π1(F ). This shows that for all topological spaces X, Y , the assignment
FX,Y : 2Top(X, Y )→ Fun(Π1(X),Π1(Y )) is a functor.

3. The functors FX,Y : 2Top(X, Y )→ Fun(Π1(X),Π1(Y )) are compatible with the horizontal
composition and the unit functors:

For the 1-morphisms eX = idX in 2Top and the 2-morphisms 1eX = [hidX ] given by the trivial
homotopy hidX from idX to idX , we obtain

FX,X(eX) = FX,X(idX) = Π1(idX) = idΠ1(X) = eΠ1(X),

FX,X([hidX ]) = [(hidX )]x = [γx]x = 1eΠ(X,X)

This shows that the functors FX,X are compatible with units. To check compatibility with
the horizontal composition, consider continuous maps f1, f

′
1 : X → Y , f2, f

′
2 : Y → Z and

homotopies h1 : [0, 1] × X → Y from f1 to f ′1 relative to {0, 1} × X and h2 : [0, 1] × Y → Z
from f2 to f ′2 relative to {0, 1} × Y , respectively. Then it follows directly that the functors
FX,Y : 2Top(X, Y )→ Fun(Π1(X),Π1(Y )) satisfy

FX,Z(f2 •X,Y,Z f1) = FX,Z(f2 ◦ f1) = Π1(f2 ◦ f1) = Π1(f2)Π1(f1) = FY,Z(f2) •Π1(Y ),Π1(Z) FX,Y (f1).

Moreover, from h1 ∼{0,1}×X hf ′1 · h1 and h2 ∼{0,1}×Y h2 · hf2 and the identities

(h2 · h)f2) • (hf ′1 · h1)(t, x) = (h2 · hf2)(t, (hf ′1 · h1)(t, x)) =

{
f2 ◦ h1(2t, x) t ∈ [0, 1

2
)

h2(2t− 1, f ′1(x)) t ∈ [1
2
, 1],

⇒ ((h2 · hf2) • (hf ′1·))x = (h2)f ′1(x) ? (f2 ◦ h1)x

we obtain for all x ∈ X

(FY,Z([h2] •X,Y,Z [h1]))x = [(h2)f ′1(x) ? (f2 ◦ h1)x]0,1 = [(h2)f ′1(x)]0,1 ◦ [(f2 ◦ h1)x]0,1

= Π1([h2])f ′1(x) ◦ Π1(f2)(Π1([h1])x) = FY,Z([h2])f ′1(x) ◦ Π1(f2)(FX,Y ([h1]))x

= (FY,Z([h2]) •Π1(X),Π1(Y ),Π1(Z) FX,Y ([h1]))x.
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This shows that FY,Z([h2] •X,Y,Z [h1]) = FY,Z([h2]) •Π1(X),Π1(Y ),Π1(Z) FX,Y ([h1]), and hence all
2-morphisms φg,f = 1Π1(g◦f) : Π1(g ◦ f) → Π1(g ◦ f) and φX = 1idΠ1(x)

: idΠ1(X) → idΠ1(X) are
trivial. This shows that F : 2Top→ Grpd is a strict 2-functor. 2

This theorem shows that the notion of 2-categories and 2-functors between them give rise to
a more conceptual formulation of Theorem 3.2.8. However, this is not the end of the story. A
closer inspection of Definition 3.5.1 reveals that a 2-category is not the most general structure
that involves three layers of structure and two composition laws. More precisely, the associa-
tivity condition on the horizontal composition and the compatibility condition for horizontal
composition and units in Definition 3.5.1 are unnecessarily strict. The corresponding equations
impose that certain functors are equal, which is a rather unnatural requirement. By weakening
this requirement to the condition that these functors are naturally isomorphic, one obtains the
notion of a bicategory.

Definition 3.5.11: A bicategory C consists of

1. A collection of objects X, Y, ...

2. For any pair of objects X, Y , a category C(X, Y ). The objects in C(X, Y ) are called
1-morphisms, the morphisms in C(X, Y ) 2-morphisms. 1-morphisms in C(X, Y ) are
denoted f : X → Y and we write α : f ⇒ g for a 2-morphism between 1-morphisms
f, g : X → Y . The composition of morphisms in C(X, Y ) is denoted · and called vertical
composition.

3. For any object X a unit functor IX : I → C(X,X) where I is the trivial category with
one object X and one 1-morphism 1X . This is equivalent to the choice of a 1-morphism
eX and a 2-morphism εX : eX ⇒ eX for all objects X.

4. For any triple of objects X, Y, Z a functor •X,Y,Z : C(Y, Z) × C(X, Y ) → C(X,Z), called
the horizontal composition functor.

5. For any pair of objects X, Y , natural isomorphisms

lX,Y : •X,Y,Y (IY × idC(X,Y ))
∼−→ idC(X,Y ), rX,Y : •X,X,Y (idC(X,Y ) × IY )

∼−→ idC(X,Y ),

the left and right unit constraints
6. For any quadruple of objects W,X, Y, Z, natural isomorphisms, called associators,

aW,X,Y,Z : •W,X,Z(•X,Y,Z × idC(W,X))
∼−→ •W,Y,Z(idC(Y,Z) × •W,X,Y ),

such that the following axioms are satisfied

(B1) pentagon axiom: for all objects f, g, h, k in, respectively, C(V,W ), C(W,X), C(X, Y ),
C(Y, Z) the following diagram commutes

(k •X,Y,Z h) •V,X,Z (g •V,W,X f)
aV,X,Y,Z

++
((k •X,Y,Z h) •W,X,Z g) •V,W,Z f

aW,X,Y,Z•1f
��

aV,W,X,Z

OO

k •V,Y,Z (h •V,X,Y (g •V,W,X f))

(k •W,Y,Z (h •W,X,Y g)) •V,W,Z f aV,W,Y,Z
// k •V,Y,Z ((h •W,X,Y g) •V,W,Y f)),

1k•aV,W,X,Y

OO
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where we write aV,W,X,Y for the morphisms (aV,W,X,Y )(h,g,f) : (h •W,X,Y g) •V,W,Y f →
h •V,X,Y (g •V,W,X f) in C(V, Y ).

(B2) triangle axiom: for all objects f, g in, respectively, C(V,W ), C(W,X), the following
diagram commutes

(g •W,W,X IW ) •V,W,X f
rW,X•1f

��

aV,W,X,Y// g •V,X,Y (IW •V,W,W f)

(1g•lV,X)tt
g •V,W,X f,

where we write rW,X for the morphism (rW,X)g : g •W,W,X IW → g.

Clearly, a bicategory in which all natural isomorphisms lX,Y , rX,Y and aW,X,Y,Z are identity
natural transformations is a 2-category. However, the notion of a bicategory is more general
which makes it much easier to find examples. This is obvious already in the simplest example,
namely a bicategory with a single object.

Example 3.5.12: A bicategory with one object is a monoidal category. Examples of monoidal
categories are the category VectF with the tensor product of vector spaces and the unit object
e = F. More generally, the category R-Mod-R of (R,R)-bimodules over a unital ring R is a
monoidal category with the tensor product of bimodules as horizontal composition and the unit
bimodule R with the bimodule structure given by left and right multiplication as the tensor
unit.

Beyond the fact that a bicategory is a more natural notion than a 2-category and that there
are many algebraic structures that form bicategories but not 2-categories, there is another
motivation for bicategories that arises directly from algebraic topology. This is the fact that
bicategories provide a different perspective on the fundamental groupoid and relate its definition
to the familiar construction of the homotopy category of topological spaces. To see this, we first
consider a bicategory Π2(X), which can be viewed as a higher analogue of the fundamental
groupoid.

Example 3.5.13: Let X be topological space. The bicategory Π2(X) consists of:

1. objects: points x ∈ X,

2. 1- and 2-morphisms: the category Π2(x, y) for x, y ∈ X has as objects paths γ :
[0, 1] → X with γ(0) = x and γ(1) = y. A morphism [h] : γ ⇒ γ′ from γ : [0, 1] → X to
γ′ : [0, 1] → X is a homotopy class relative to {0, 1} × [0, 1] of a homotopy h relative to
{0, 1} from γ to γ′. The vertical composition is given by the composition of homotopies

[h′] · [h] = [h · h′] h′ · h(s, t) =

{
h(2s, t) s ∈ [0, 1

2
)

h′(2s− 1, t) t ∈ [1
2
, 1]

and the identity morphisms are the homotopy classes [hγ] relative to {0, 1} × [0, 1] of
trivial homotopies hγ : [0, 1]× [0, 1]→ X, hγ(s, t) = γ(t) for all s, t ∈ [0, 1].
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3. horizontal composition: The horizontal composition functor is given by the composi-
tion of paths and homotopies

(γ2 •x,y,z γ1)(t) = γ2 ? γ1(t)

{
γ2(2t) t ∈ [0, 1

2
)

γ2(2t− 1) t ∈ [1
2
, 1]

[h2] •x,y,z [h1] = [h2 ? h1] with (h2 ? h1)(s, t) =

{
h1(s, 2t) t ∈ [0, 1

2
)

h2(s, 2t− 1) t ∈ [1
2
, 1].

4. unit functors: The unit functors are given by the trivial paths γx with γx(t) = x for
all t ∈ [0, 1] and the homotopy classes of trivial homotopies [hx] with hx(s, t) = x for all
s, t ∈ [0, 1].

5. left and right unit constraints: The left and right unit constraints associate to each
path γ : x→ y the 2-morphisms [hL] : γy ? γ ⇒ γ and [hR] : γ ? γx ⇒ γ given by

hL(s, t) =

{
γ( 2t

1+s
) t ∈ [0, 1+s

2
)

y t ∈ [1+s
2
, 1]

hR(s, t) =

{
x t ∈ [0, 1−s

2
)

γ(2t−1+s
1+s

) t ∈ [1−s
2
, 1]

y

tγ y

γ

x

s

γ

y
y

tx γ

γ

x

s

x

γ

6. associators: the associators associate to each triple of paths γ1 : w → x, γ2 : x → y,
γ3 : y → z the 2-morphism [h] : (γ3 •x,y,z γ2) •w,x,z γ1 ⇒ γ3 •w,y,z (γ2 •w,x,y γ1) given by

h(s, t, x) =


γ1( 4t

2−s) t ∈ [0, 2−s
4

]

γ2(4t−2+s
4

) t ∈ [2−s
4
, 3−s

4
)

γ3(4t−3+s
1+s

) t ∈ [3−s
4
, 1].

z

tγ1 γ2 γ3

γ1 γ2 γ3

w

s

γ1 γ2 γ3

That the vertical composition of 2-morphisms is associative and unital follows in the same way
as in Example 3.5.6. The horizontal composition functor is not longer associative and unital
since it is paths rather than homotopy classes of paths that are composed. The associators and
left and right unit constraints are then given by the associated homotopies. That the horizontal
composition and unit functors are functors follows directly from the fact that the vertical
composition of 2-morphisms is based on the first argument of the associated homotopies while
the horizontal composition makes use of the second argument. That the associators and unit
constraints satisfy the pentagon and triangle identities follows by a lengthy but straightforward
computation.
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We will now clarify how the bicategory Π2(X) is related to the fundamental groupoid Π1(X)
for a topological space X. Clearly, the two have the same objects, namely the points in X. A
morphism [γ] : x→ Y in Π1(X) is a homotopy class relative to {0, 1} of a path γ : [0, 1]→ X
with γ(0) = x and γ(1) = y, i. e. a 1-morphism in Π2(X). Moreover, two such paths γ, γ′ :
[0, 1] → X are homotopic relative to {0, 1} if and only if they are isomorphic in the category
Π2(X)(x, y). The composition of morphisms in Π1(X) is related to the horizontal composition
in Π2(X) and the identity morphisms to the associated units. This shows that the fundamental
groupoid Π1(X) is obtained from Π2(X) via the general construction in the following lemma.

Lemma 3.5.14: Let C be a bicategory. Then there is a category hC whose objects are the
objects of C and whose morphisms are 2-isomorphism classes of 1-morphisms f : X → Y in C,
with the composition of morphisms given by [g]◦ [f ] = [g •X,Y,Z f ] and with identity morphisms
1X = [eX ] : X → X.

Proof:
The composition of morphisms is well-defined, since for any 1-morphisms f, f ′ : X → Y ,
g, g′ : Y → Z in C for which there are 2-isomorphisms α : f → f ′, β : g → g′, the 2-morphism
β •X,Y,Z α : g •X,Y,Z f → g′ •X,Y,Z f ′ is a 2-isomorphism. The composition of morphisms
is associative since for any triple of 1-morphisms f : W → X, g : X → Y , h : Y → Z
the associator gives a 2-morphism (h •X,Y,Z g) •W,Y,Z f ⇒ h •W,Y,Z (g •W,X,Y f), which is an
isomorphism in C(W,Z). The identity morphisms satisfy 1X ◦ f = f = f ◦ 1Y since the left
and right unit constraints define 2-morphisms eX •W,X,X f ⇒ f and f •W,W,X eY ⇒ f , which
are isomorphisms in C(X, Y ). 2

The usefulness of this construction is illustrated by the fact that it places two known and well-
motivated concepts from algebraic topology in a common framework, namely the homotopy
category of topological spaces and the fundamental groupoid of a topological space. Both are
applications of Lemma 3.5.14 to different bicategories.

Example 3.5.15:

1. For the bicategory Π2(X) in Example 3.5.13, the associated category hΠ2(X) is the
fundamental groupoid Π1(X).

2. For the 2-category 2Top in Example 3.5.6, the associated category h2Top is the homotopy
category of topological spaces hTop with topological spaces as objects and homotopy
classes of continuous maps as morphisms.

3.6 Exercises for Chapter 3

Exercise 1: Consider the category Top(2) with pairs (X,A) of a topological space X and a
subspace A ⊂ X as objects and continuous maps f : X → Y with f(A) ⊂ B as morphisms
from (X,A) to (Y,B).

(a) Show that ∼A defines an equivalence relation on the set of morphisms
HomTop(2)((X,A), (Y,B)) that is compatible with the composition of morphisms and
the identity morphisms. Construct the associated quotient category hTop(2).
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(b) Characterise the isomorphisms in hTop(2).

Exercise 2: Let X be a topological space and Homeo(X) the group of homeomorphisms
f : X → X

(a) Show that the homeomorphisms f : X → X that are homotopic to the identity map
idX : X → X form a normal subgroup Homeo0(X) ⊂ Homeo(X).

(b) Show that the homotopy classes of homeomorphisms f : X → X form a group Map(X).
(c) Show that the group Map(X) is isomorphic to the quotient Homeo(X)/Homeo0(X).

Exercise 3: Let G be a topological group and � : G×X → X an action of G on a topological
space X. Consider for g ∈ G the continuous map lg : X → X, x 7→ g � x. Prove that if G is
path-connected, then lg is homotopic to the identity map idX for all g ∈ G.

Exercise 4: Prove that a retract of a contractible topological space is contractible.

Exercise 5: Let X be a topological space. Prove the following statements:

(a) X is contractible if and only if every continuous map f : X → Y in a topological space Y
is null homotopic.

(b) X is contractible if and only if every continuous map f : W → X from a topological space
W is null homotopic.

Exercise 6: Prove that the graph pictured below (bold lines and bold vertex) is a deformation
retract of the punctured torus.

Exercise 7: Show that the subset of R3 pictured below (Bing’s house) is contractible.

Exercise 8: Consider the Möbius strip M = [0, 1] × [0, 1]/ ∼ with the equivalence relation
(x, 0) ∼ (1 − x, 1) for x ∈ [0, 1]. Show that the Möbius strip is homeomorphic to a mapping
cylinder.
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Exercise 9: Let X be a topological space, [0, 1]n = [0, 1]× . . .× [0, 1] for n ∈ N, [0, 1]0 := {0}
and f (n) : [0, 1]n → X constant maps. Show that homotopies from f (n) to f (n) relative to ∂[0, 1]n

are in bijection with continuous maps h(n) : Sn → X with h(n)(p) = f (n)([0, 1]n) for a point
p ∈ Sn.

Exercise 10: Let X be a path connected topological space. Show that the fundamental group
π1(x,X) is abelian if and only if for all paths γ : [0, 1] → X with γ(0) = x and γ(1) = y the
group isomorphism Φ[γ] : π1(x,X) → π1(y,X), [β] 7→ [γ] ◦ [β] ◦ [γ] does not depend on the
choice of γ : [0, 1]→ X.

Exercise 11: The Cartesian product of two categories C and D is the category C×D whose
objects are pairs (C,D) of objects C in C and D in D, morphisms HomC×D((C,D), (C ′, D′)) =
HomC(C,C

′) × HomD(D,D′) and the composition of morphisms given by (f, g) ◦C×D (h, k) =
(f ◦C h, g ◦D k).

(a) Show that for any two topological spaces X, Y the fundamental groupoid of the product
space X × Y is given by Π1(X × Y ) = Π1(X)× Π1(Y ).

(b) Relate the fundamental group π1((x, y), X × Y ) to π1(x,X) and π1(y, Y ).

Exercise 12: Let G be a topological group. For two paths γ, δ : [0, 1] → G with γ(0) =
δ(0) = γ(1) = δ(1) = e, define a pointwise product by

(γ • δ)(t) := γ(t) · δ(t) ∀t ∈ [0, 1].

(a) Show that γ ∼{0,1} γ′ and δ ∼{0,1} δ′ implies δ•γ ∼{0,1} δ′•γ′. Conclude that [δ]•[γ] := [δ•γ]
defines a group structure on the set of homotopy classes of paths γ : [0, 1] → G with
γ(0) = γ(1) = e.

(b) Show that γ ∼{0,1} δ if and only if γ • δ−1 ∼{0,1} γe.
(c) Show that [δ] • [γ] = [γ] • [δ] for all γ, δ : [0, 1]→ G with γ(0) = δ(0) = γ(1) = δ(1) = e.
(d) Show that [δ] ◦ [γ] = [δ] • [γ] for all γ, δ : [0, 1] → G with γ(0) = δ(0) = γ(1) = δ(1) = e.

Conclude that for any topological group G, the fundamental group π1(e,G) is abelian.

Hint: For 3. and 4, use that γ ? γe ∼{0,1} γ ∼{0,1} γe ? γ and γ(0) = γ(1) = e.

Exercise 13: Let G be a path connected topological group and X a G-space.

(a) Show that for every x ∈ X, the action � : G × X → X defines a group homomorphism
π1(e,G)→ π1(x,X).

(b) Show that the image of this group homomorphism is in the center of π1(x,X).

Exercise 14: Let X be a topological space. Show that the following statements are equivalent:

(a) Every continuous map f : S1 → X is homotopic to a constant map.
(b) Every continuous map f : S1 → X can be extended to a map f : D2 → X with f |∂D2 = f .
(c) Any two paths paths γ, γ′ : [0, 1]→ X with γ(0) = γ′(0) and γ(1) = γ′(1) are homotopic.

Exercise 15: Show that all of the following topological spaces are homotopy equivalent but
none of them is homeomorphic to one of the others:

(a) the circle S1,
(b) the ring R = {x ∈ R2 : 1 ≤ x2

1 + x2
2 ≤ 2},

(c) the Möbius strip,
(d) S1 ×D2
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Exercise 16: Prove the following statements:

(a) If f, g : S1 → S1 are continuous with f(z) 6= g(z) for all z ∈ S1 then deg(f) = deg(g).
(b) If f : S1 → S1 is continuous with deg(f) = 0 mod n then there is a continuous map

g : S1 → S1 with f = gn.
(c) If w = exp(1/n) with n ∈ N and f : S1 → S1 continuous with f(wz) = f(z) for all z ∈ S1

then deg(f) = 0 mod n.

Exercise 17: Show that for the following topological spaces X and subspaces A ⊂ X there
is no retraction r : X → A:

(a) X = S1 ×D2, A = S1 × ∂D2 ≈ S1 × S1.
(b) X = D2 ∨D2, A = ∂D2 ∨ ∂D2 ≈ S1 ∨ S1.
(c) X = D2/ ∼ with 1 ∼ −1, A = ∂X ≈ S1 ∨ S1.

Exercise 18: For a continuous map f : C→ C without zeros on the unit circle we set

W (f) = deg(f̄) where f̄ : S1 → S1, f̄(z) =
f(z)

|f(z)|
.

Show that for any polynomial p without zeros on the unit circle W (p) is the sum of the
multiplicities of all zeros of p in the unit disc.

Exercise 19: Real projective space RP2 is obtained as a quotient D2/ ∼, where x ∼ −x for
all x ∈ S1 = ∂D2. Use the theorem of Seifert and van Kampen to obtain a presentation of
π1(RP2).

Exercise 20: The Klein bottle is the quotient K = [0, 1] × [0, 1]/ ∼, where (x, 0) ∼ (x, 1)
and (0, y) ∼ (1, 1 − y) for all x, y ∈ [0, 1]. Use the theorem of Seifert and van Kampen to give
a presentation of the fundamental group π1(K).

Exercise 21: Let f : S1 → S1 be a continuous map with deg(f) = n ∈ N. Use the theorem
of Seifert and van Kampen to compute the fundamental group π1(D2 ∪f S1) of the topological
space D2 ∪f S1 obtained by attaching a 2-cell to S1 with f .

Exercise 22: Show that the fundamental group of an n-punctured surface of genus g has a
presentation

π1(T#g \ {p1, ..., pn}) = 〈m1, ...,mn, a1, b1, ..., ag, bg| [bg, ag] · · · [b1, a1]mn · · ·m1 = 1〉

Exercise 23: Consider the union X ⊂ R3 of n ∈ N lines through the origin in R3. Determine
the fundamental group π1(R3 \X).

Exercise 24: Let X be the union of n ∈ N parallel lines in R3. Determine the fundamental
group π1(R3 \X).

Exercise 25: Let X1, ..., Xn pairwise disjoint path connected topological spaces, xi ∈ Xi for
i ∈ {1, ..., n} and suppose that xi ∈ Xi has a contractible open neighbourhood Ui ⊂ Xi. Show
that the fundamental group of the wedge sum X1∨. . .∨Xn with respect to x = [x1] = . . . = [xn]
is given by

π1(x,X1 ∨ . . . ∨Xn) = π1(x1, X1) ? . . . ? π1(xn, Xn).

Hint: Consider the sets Vj := Xj ∨
(∨

i∈{1,...,n},i 6=j Ui

)
.

Exercise 26: Express the homotopy classes of the paths c, d, e as products of the homotopy
classes of the paths ai, bi and their inverses. 120



c

d

e

a1

a2
a3

b1
b2

b3

Exercise 27: Consider the subsets A ⊂ R3 pictured below:

(a) a ring S1

(b) two separate rings
(c) two linked rings

Determine the fundamental group of R3 \ A.

a) b)

c)
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Exercise 28: Show that the boundary of the surface (in boldface) cannot be a retract of the
surface.

Exercise 29: Let X =
⋃2
i=0X

n a path-connected CW-complex of cellular dimension 2.

(a) Consider the 1-skeleton X1. A maximal tree T ⊂ X1 is a maximal 1-connected subcom-
plex of X1. Show that the topological space X/ ∼ obtained by collapsing a maximal tree
T ⊂ X1 is homotopy equivalent to X1.

(b) Determine the fundamental group of X1/ ∼.

(c) Compute the fundamental group π1(X). For this, determine first how the topological space
obtained by collapsing T ⊂ X can be obtained by attaching 2-cells to X1/ ∼.

Exercise 30: Determine the fundamental groups of the graphs X = X0∪X1 pictured below.

Hint:Use Exercise 29.

a) b)

c)
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4 Simplicial and singular homology

4.1 Singular simplexes and ∆-complexes

In homology theories topological spaces are described in terms of continuous maps from sim-
plexes (convex hulls of certain sets of points in Rn) into a topological space. This looks similar
at first sight to the fundamental group(oid), in which one characterises a topological space X
in terms of open or closed paths, i. e. continuous maps from the interval or a circle to X, and to
the higher homotopy groups, in which one considers continuous maps from the n-spheres or the
unit n-cube with n ≥ 2. The use of simplexes instead of spheres or discs is motivated mainly by
combinatorial simplifications, and the fundamental difference between homotopy and homology
lies elsewhere, namely in the algebraic structures that are used to organise these continuous
maps from cubes, spheres or simplexes.

In homotopy theory, the relevant structures are group(oid)s and arise from the concatenation
of paths or, more generally, unit cubes. In homology theories, one instead works with linear
combinations by organising these continuous maps into a module over a commutative ring.
Roughly speaking, this amounts to neglecting the order in which the relevant structures are
composed. As a consequence, (higher) homologies are much easier to handle than (higher) homo-
topy groups. Given a well-behaved topological space and a nice decomposition into the images
of certain simplexes, all homologies can be computed straightforwardly, while to computation
of homotopy groups is a more difficult problem.

To introduce homology theories, we first have to assemble some basic background on simplexes
in Rn. It should be kept in mind, however, that it is the algebraic structures used to organise
them rather than the combinatorial properties of the simplexes which are essential.

Definition 4.1.1:

1. An affine n-simplex [v0, ..., vn] is the convex hull of (n+ 1) points v0, v1, ..., vn ∈ Rm

[v0, ..., vn] = conv({v0, ..., vn}) =
⋂

C⊂Rm convex
v0,...,vn∈C

C = {Σn
i=0tivi : ti ≥ 0, Σn

i=0ti = 1} .

The points v0, ..., vn are called vertices and the point b = 1
n+1

∑n
i=0 vi the barycentre

of the simplex [v0, ..., vn]. The convex hull of a subset V ⊂ {v0, ..., vn} with |V | = k+ 1 is
called a k-face of [v0, ..., vn].

2. An affine simplex [v0, ..., vn] is called regular if it is not contained in an affine plane of
dimension < n, i. e. if v1 − v0, v2 − v0, ..., vn − v0 ∈ Rm are linearly independent, and
singular otherwise.

3. The standard n-simplex ∆n ⊂ Rn is the set

∆n = [e0, e1, ..., en] = {Σn
i=0tiei ∈ Rn : ti ≥ 0, Σn

i=0ti = 1} ⊂ Rn,

where e1, ..., en is the standard basis of Rn and e0 = 0 the null vector.

4. For i ∈ {0, ..., n} the face map is the affine linear map F i
n : ∆n−1 → ∆n that maps the

standard (n − 1)-simplex ∆n−1 to the face [e0, ..., ei−1, ei+1, ..., en] opposite to ei in the
standard simplex ∆n. It is given by F i

n(ej) = ej for j < i and F i
n(ej) = ej+1 for j ≥ i.
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Standard n-simplexes and face maps.

Remark 4.1.2:

1. Affine simplexes in Rm are equipped with the subspace topology. The boundary of an
affine simplex [v0, ..., vn] is the the union of its (n− 1)-faces

∂[v0, ..., vn] = ∪ni=0[v0, ..., vi−1, vi+1, ..., vn].

Its interior the set

[v0, ..., vn] \ ∂[v0, ..., vn] = {Σn
i=0tivi : ti ∈ (0, 1),Σn

i=0ti = 1}.

2. An affine linear map φ : [v0, ..., vn] → [w0, ..., wm] is determined uniquely by the images
of the vertices v0, ..., vn. In particular, for an n-simplex [v0, ..., vn], there is a unique affine
linear map φ : ∆n → [v0, ..., vn] with φ(ei) = vi, namely

∑n
i=0 tiei 7→

∑n
i=0 tivi. The

coefficients t0, ..., ti are called barycentric coordinates.

In the following, we will not only consider affine simplexes as subsets of Rn but also equip these
simplexes and their faces with an orientation. For this, recall that an oriented vector space is
a (finite-dimensional) vector space V together with the choice of an ordered basis v1, ..., vn. A
bijective linear map V → V is called order preserving if its representing matrix with respect to
the ordered basis v1, ..., vn has determinant 1 and order reversing if it has determinant −1.

If [v0, ..., vn] ⊂ Rn is a regular affine n-simplex with ordered vertices, we can thus assign an
orientation to [v0, ..., vn] by requiring that the linear map Φ : Rn → Rn, ei 7→ vi − v0 is
orientation preserving, which is the case if and only if det(v1 − v0, ..., vn − v0) > 0. We then
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equip each (n−1)-face [v0, ..., vi−1, vi+1, ..., vn] with the orientation induced by the normal vector
that points inwards into the n-simplex. The orientation induced by requiring that the face map
Φ ◦ F i

n : ∆n−1 → [v0, .., vi−1, vi+1, ..., vn] is orientation preserving agrees with this orientation if
i is even and is the opposite of this orientation if i is odd. It is also clear that the orientation
depends on the ordering of a simplex only up to even permutations.

Definition 4.1.3:

1. An ordered n-simplex is an affine n-simplex together with a linear ordering of its
vertices. We write [v0, ..., vn] for the affine n-simplex with ordering v0 < v1 < . . . < vn.

2. The orientation of a regular ordered affine n-simplex [v0, ..., vn] ⊂ Rn is defined as
ε([v0, ..., vn]) = sgn det(v1− v0, ..., vn− v0). The orientation of [v0, ..., vn] induces an orien-
tation on each face of [v0, ..., vn], which is defined inductively by

ε([v0, ..., vi−1, vi+1, ..., vn]) =

{
ε([v0, ..., vn]) i even

−ε([v0, ..., vn]) i odd.

0 1
x1

x1

x2

x1

x2

x3

0

1

1

1

1

+

- +

+

+

+

-

-

0 1
x1

x1

x2

0

1

1

0

F01

F11

F22

F12

F02

F23

F03

F13

F33

-

Face maps and orientations for the standard n-simplexes.

To describe a topological space X in terms of continuous maps σ : ∆n → X, one must decide
which continuous maps are considered - all continuous maps, embeddings or only continuous
maps that satisfy certain compatibility conditions. Different choices lead to different versions
of homology. In the following, we focus on two main examples, namely singular and simplicial
homology. The former admits all continuous maps σ : ∆n → X - even very singular ones that
map the entire simplex to a single point. The latter is based on collections of maps that are
homeomorphisms onto their image when restricted to the interior of the standard n-simplex
and satisfy certain matching conditions.
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Definition 4.1.4: Let X be a topological space and R a commutative unital ring.

1. For n ∈ N0, a singular n-simplex in X is a continuous map σ : ∆n → X. We denote
by Sn(X) the free R-module generated by the set of singular n-simplexes σ : ∆n → X.
Elements of Sn(X) are called singular n-chains.

2. For n ∈ N, the boundary operator ∂n : Sn(X)→ Sn−1(X) is the R-module morphism
defined by

∂n(σ) =
n∑
i=0

(−1)i σ ◦ F i
n

for singular n-simplexes σ : ∆n → X, where F i
n : ∆n−1 → ∆n are the face maps from

Definition 4.1.1. For n = 0, we set ∂0 = 0.

Notational convention: Here and in the following, we we write rm instead of r �m for the
structure map � : R ×M → M of an R-module M . We write 1 for the multiplicative unit of
R, −1 for its additive inverse and, more generally ±n = −(1 + . . .+ 1) for the n-fold sum of 1
and its additive inverse.

The idea of the boundary operator is that it describes the boundary of a simplex as an R-linear
combination of its faces. The coefficients of this linear combination tell one how often a given
face arises in the boundary and their signs characterise the orientation.

Example 4.1.5: Consider R = Z, X = R3 and choose vertices v0, v1, v2, v3 ∈ R3. Denote by
σn : ∆n → R3 the affine linear map with σn(ei) = vi for i ∈ {0, ..., n} and n = 1, 2, 3.

1. Then ∂1(σ1) = σ1 ◦ F 0
1 − σ1 ◦ F 1

1 , which implies ∂1(σ1)([e0]) = [v1]− [v0]. This is a linear
combination of the endpoints of the oriented line segment from v0 to v1 with a positive
sign for the endpoint and a negative sign for the starting point.

2. For σ2 : ∆2 → R3, one obtains ∂2(σ2) = σ2 ◦ F 0
2 − σ2 ◦ F 1

2 + σ2 ◦ F 2
2 , which implies

∂2(σ2)([e0, e1]) = [v1, v2]− [v0, v2] + [v0, v1]. This is a linear combination of the faces in the
triangle with coefficients +1 if their orientation agrees with the one of triangle and -1 if
it is opposite. By composing two boundary operators, one obtains

∂1 ◦ ∂2(σ2)([e0]) = [v2]− [v1]− ([v2]− [v0]) + [v1]− [v0] = 0.

This is because each vertex occurs in exactly two edges, once as the starting point and
once as the end point, if these edges are oriented in the sense of the triangle.

3. Similarly, one obtains for n = 3:

∂3(σ3) = σ3 ◦ F 0
3 − σ3 ◦ F 1

3 + σ3 ◦ F 2
3 − σ3 ◦ F 3

3

∂3(σ3)([e0, e1, e2]) = [v1, v2, v3]− [v0, v2, v3] + [v0, v1, v3]− [v0, v1, v2]

This is a linear combination of the 2-faces of tetrahedron ∆3 with a coefficient 1 if the
orientation agrees with the one of the tetrahedron and -1 if it is the opposite. By composing
this with the boundary operator ∂2, we obtain

∂2 ◦ ∂3(σ3)([e0, e1]) =[v2, v3]− [v1, v3] + [v1, v2]− ([v2, v3]− [v0, v3] + [v0, v2])

+[v1, v3]− [v0, v3] + [v0, v1]− ([v1, v2]− [v0, v2] + [v0, v1]) = 0
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This is because every edge occurs in exactly two triangles, once with positive and once
with negative orientation, if the triangles are equipped with the orientation induced by
the one of the tetrahedron.

4. Let v4 be the image of v0 under reflection on the affine hyperplane through v1, v2, v3 and
τ3 : ∆3 → R3 the affine linear map with τ3(e0) = v1, τ3(e1) = v2, τ3(e2) = v3, τ3(e3) = v4.
This corresponds to two tetrahedra which intersect in the triangle [v1, v2, v3]. We obtain

∂3(σ3 + τ3)([e0, e1, e2]) = [v1, v2, v3]− [v0, v2, v3] + [v0, v1, v3]− [v0, v1, v2]

+ [v2, v3, v4]− [v1, v3, v4] + [v1, v2, v4]− [v1, v2, v3]

= −[v0, v2, v3] + [v0, v1, v3]− [v0, v1, v2] + [v2, v3, v4]− [v1, v3, v4] + [v1, v2, v4].

This is a linear combination of the faces of the polyhedron P = conv{v0, v1, v2, v3, v4},
where again the coefficients are given by the orientation of the faces - the contribution of
the inner triangle [v1, v2, v3] which is common to both tetrahedra cancels. By composing
with ∂2, we obtain again ∂2 ◦ ∂3(σ3 + τ3)([e0, e1]) = 0.

Example 4.1.5 provides a geometrical interpretation of the term boundary operator. By apply-
ing the boundary operator to a linear combination of n-simplexes one obtains their boundaries,
realised as an R-linear combination of their faces. Moreover, the example suggests that the
boundaries of (n + 1)-dimensional polyhedra define n-dimensional polyhedra without bound-
aryi. e. that that ∂n−1 ◦∂n = 0 for all n ∈ N. The following proposition shows that this is indeed
the case and that simplexes and their boundaries define a chain complex in R-Mod.

Proposition 4.1.6: Let X be a topological space and R a commutative unital ring. Then
the boundary operator satisfies ∂n−1 ◦ ∂n = 0 for all n ∈ N. The singular n-chains in Sn(X)
with the boundary operators ∂n : Sn(X)→ Sn−1(X) form a chain complex S•(X) in R-Mod:

. . .
∂n+2−−−→ Sn+1(X)

∂n+1−−−→ Sn(X)
∂n−→ Sn−1(X)

∂n−1−−−→ . . .
∂3−→ S2(X)

∂2−→ S1(X)
∂1−→ S0(X)→ 0.

The n-cycles in Zn(X) := ker(∂n) ⊂ Sn(X) are called singular n-cycles and the n-boundaries
in Bn(X)R = Im (∂n+1) ⊂ Zn(X) singular n-boundaries in X. The nth homology Hn(X) :=
Zn(X)/Bn(X) is called the nth singular homology of X.

Proof:
A direct computation shows that the face maps from Definition 4.1.1 satisfy the relations

F i
n ◦ F

j
n−1 = F j

n ◦ F i−1
n−1 : ∆n−2 → ∆n ∀0 ≤ j < i ≤ n.

Using these relations, we obtain for all continuous maps σ : ∆n → X:

∂n−1 ◦ ∂n(σ) =∂n−1

(
Σn
i=0(−1)i σ ◦ F i

n

)
= Σn

i=0(−1)iΣn−1
j=0 (−1)jσ ◦ F i

n ◦ F
j
n−1

=Σ0≤j<i≤n(−1)i+jσ ◦ F i
n ◦ F

j
n−1 + Σ0≤i≤j≤n−1(−1)i+jσ ◦ F i

n ◦ F
j
n−1

=Σ0≤j<i≤n(−1)i+jσ ◦ F i
n ◦ F

j
n−1 + Σ0≤j≤i≤n−1(−1)i+jσ ◦ F j

n ◦ F i
n−1

=Σ0≤j<i≤n(−1)i+jσ ◦ F j
n ◦ F i−1

n−1 + Σ0≤j<i≤n(−1)i+j−1σ ◦ F j
n ◦ F i−1

n−1 = 0.

As ∂n : Sn(X)→ Sn−1(X) is R-linear, this proves the claim. 2

Singular homologies are in general rather difficult to compute. However, in some cases it is
possible to show that they are trivial straightforwardly. Examples of this are the following.
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Example 4.1.7: Let R be a commutative unital ring and X = {p} a single point. Then for
each n ∈ N0, there is a single n-simplex σn : ∆n → {p}. This implies Sn(X) = 〈σn〉R and
∂σn = Σn

i=0(−1)iσn−1. For n odd or n = 0, this yields ∂nσn = 0, in the other cases ∂nσn = σn−1.
This implies

Bn(X) ∼=

{
0 n even

〈σn〉R n odd
Zn(X) ∼=

{
0 n 6= 0 even

〈σn〉R n = 0 orn odd,
.

and Hn(X) = 0 forn > 0 and H0(X) ∼= R.

Example 4.1.8: If X = qi∈IXi is a decomposition of X into path components Xi then

Hn(X) ∼=
⊕
i∈I

Hn(Xi).

As ∆n is path-connected, σ(∆n) is path-connected for any singular n-simplex σ : ∆n → X and
hence contained in a path-component Xi. It follows that Sn(X) =

⊕
i∈I Sn(Xi). As σ(∆n) ⊂ Xi

implies ∂nσ(∆n) ⊂ Xi, we also have Zn(X) =
⊕

i∈I Zn(Xi), Bn(X) =
⊕

i∈I Bn(Xi) with
Bn(Xi) ⊂ Zn(Xi) ⊂ Sn(Xi) and Hn(X) =

⊕
i∈I Hn(Xi).

Example 4.1.9: If ∅ 6= X ⊂ Rn is star-shaped with respect to p ∈ X, then Hn(X) = 0 for
all n > 0 and H0(X) ∼= R.

Define for n ≥ 0 the module morphism Pn : Sn(X)→ Sn+1(X) by

Pn(σ)
(
Σn+1
i=0 tiei

)
= tn+1 p+ (1− tn+1)σ

(
Σn
i=0

ti
1−tn+1

ei

)
.

for all singular simplexes σ : ∆n → X.

p

e3

e0 e1

e2 σ

P(σ)

The 3-simplex P (σ) : ∆3 → X for a 2-simplex σ : ∆2 → X (gray area).

Then Pn(σ) is continuous and satisfies

Pn(σ) ◦ F n+1
n+1 = σ Pn(σ) ◦ F i

n+1 = Pn−1(σ ◦ F i
n) ∀σ ∈ Sn(X), 0 ≤ i ≤ n.

From this, we obtain

∂n+1(Pn(σ)) =Σn+1
i=0 (−1)iPn(σ) ◦ F i

n+1 = (−1)n+1σ + Σn
i=0(−1)iPn(σ) ◦ F i

n+1

=(−1)n+1σ + Σn
i=0(−1)iPn−1(σ ◦ F i

n) = (−1)n+1σ + Pn−1(∂nσ).

This implies σ = (−1)i∂n+1(Pn(σ)) for all σ ∈ Zn(X) and Bn(X) = Zn(X) for all n ∈ N.
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As it is still difficult to compute singular homologies, we consider another type of homology,
namely simplicial homology. Its advantage is that it is very easy to use in computations, since
one does not need to take into account all singular n-simplexes σ : ∆n → X but only a finite
or infinite subset. This must be chosen in such a way that it is closed under the action of the
boundary operators. If it consists of infinitely many singular simplexes, one also needs to impose
a condition that ensures that the topologies on the images of the simplexes are compatible with
the topology of X. This leads to the notion of a ∆-complex.

Definition 4.1.10: Let X be a topological space. A (finite) simplicial complex or ∆-
complex2 structure on X is a (finite) family {σi}i∈I of singular simplexes σi : ∆n(i) → X that
satisfies the following axioms:

(S1) Every point x ∈ X is contained in exactly one image σi(
◦
∆n(i)), and σi| ◦∆n(i)

:
◦
∆n(i) → X

is injective for all i ∈ I.

(S2) For every simplex σi : ∆n(i) → X and every j ∈ {0, ..., n(i)} there is a k ∈ I with
σi ◦ F j

n(i) = σk : ∆n(i)−1 → X.

(S3) X is equipped with the final topology induced by the family {σi}i∈I :
a subset A ⊂ X is open if and only if σ−1

i (A) is open in ∆n(i) for all i ∈ I.

The k-skeleton Xk of a ∆-complex (X, {σi}i∈I) is the subspace

Xk =
⋃

i∈I0∪...∪Ik

σi(∆
k) with Ik = {i ∈ I : n(i) = k} ⊂ I.

A sub complex of a ∆-complex (X, {σi}i∈I) is a subspace A ⊂ X together with a subset
{σj}j∈J , J ⊂ I, of simplexes such that (A, {σj}j∈J) is a ∆-complex. A simplicial map f :
(X, {σi}i∈I)→ (Y, {τj}j∈J) between ∆-complexes (X, {σi}i∈I), (Y, {τj}j∈J) is a continuous map
f : X → Y such that for each i ∈ I there is a j ∈ J with f ◦ σi = τj.

Remark 4.1.11:

1. If X is a Hausdorff space, then the restrictions σi| ◦∆n(i)
: ∆n(i) → X are homeomorphisms

onto their image. This follows because closed subsets A ⊂ ∆n(i) are compact and hence
mapped to compact subsets σi(A) ⊂ X, which are closed since X is hausdorff. Hence

σi| ◦∆n(i)
:
◦
∆n(i) → σi(

◦
∆n(i)) is continuous, bijective and closed, i. e. a homeomorphism.

2. One can show that if X is hausdorff, then a simplicial complex structure {σi}i∈I on X
defines a CW-complex structure on X in such a way that the k-skeleta of (X, {σi}i∈I)
and the k-skeleta of the CW-complex agree. The k-skeleton Xk is obtained from Xk−1

by attaching k-cells Dk ≈ ∆k with the attaching maps σi|∂∆k : ∂∆k → Xk−1 for i ∈ Ik.
3. ∆-complex structures on a topological space are not unique. A given topological space
X can have several different ∆-complex structures.

4. Every two- or three-dimensional topological manifold M can be triangulated and hence
has a structure of a ∆-complex. If additionally M is compact, it has the structure of a
finite ∆-complex.

2There are several different notions of simplicial complexes. The ∆-complexes considered here were introduced
in 1950 by Eilenberg and Zilber as semisimplicial complexes.
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5. The traditional notion of simplicial complex imposes the additional condition that all
vertices of an n-simplex σi : ∆n → X, i. e. 0-simplexes obtained from σi : ∆n → X by
applying (S2), are different and that the sets of vertices of any two n-simplexes σi, σj :
∆n → X with i 6= j are different.

It can be shown that every ∆-complex structure on X can be transformed into a simpli-
cial complex structure in this sense via subdivisions. However, the additional requirements
make the stricter notion of simplicial complex impractical for computations, since it re-
quires a much larger number of vertices than a ∆-complex structure.

The boundary operator for a simplicial complex is defined in the same way as in singular
homology and has the same properties. The second axiom ensures that the set of simplexes
{σi}i∈I is closed under the action of the boundary operator and one obtains a chain complex.

Lemma 4.1.12: Let R be a commutative unital ring and (X, {σi}i∈I) a simplicial complex.
Denote for n ∈ N0 by S∆

n (X) the free R-module generated by the set of n-simplexes {σi}i∈In .
Then the restriction of the boundary operator to S∆

n (X) ⊂ Sn(X) defines a module morphism
∂∆
n : S∆

n (X)→ S∆
n−1(X) with ∂∆

n−1 ◦ ∂∆
n = 0. This yields a chain complex S∆

• (X) in R-Mod

. . .
∂∆
n+2−−−→ S∆

n+1(X)
∂∆
n+1−−−→ S∆

n (X)
∂∆
n−→ S∆

n−1(X)
∂∆
n−1−−−→ . . .

∂∆
3−→ S∆

2 (X)
∂∆

2−→ S∆
1 (X)

∂∆
1−→ S∆

0 (X)→ 0.

Elements of S∆
n (X) are called simplicial n-chains, elements of Z∆

n (X) := ker(∂∆
n ) simplicial

n-cycles, elements of B∆
n (X) := Im (∂∆

n+1) simplicial n-boundaries, and the associated
homologies H∆

n (X) = Z∆
n (X)/B∆

n (X) simplicial homologies.

Example 4.1.13:

1. The circle S1 has the structure of a simplicial complex with a 1-simplex σ1 : [0, 1] → S1

with σ1(0) = σ1(1) = 1 and a 0-simplex σ0 : {0} → S1, σ(0) = 1. They satisfy ∂∆
0 (σ0) = 0

and ∂∆
1 σ1(0) = σ1 ◦ F 0

1 (0) − σ1 ◦ F 1
1 (0) = σ1(1) − σ1(0) = 0. This implies Z∆

0 (S1) ∼=
Z∆

1 (S1) ∼= R. As S∆
m(X) = 0 for m 6= 0, 1, we have B∆

1 (S1) = {0} and H∆
1 (S1) ∼=

Z∆
1 (S1) ∼= R. As B∆

0 (S1) = Im (∂∆
1 ) = 0, it follows that H∆

0 (S1) ∼= Z∆
0 (S1) ∼= R. The

simplicial homologies are given by

H∆
m(S1) ∼=

{
R m ∈ {0, 1}
0 m /∈ {0, 1}.

2. The torus T = S1×S1 has the structure of a simplicial complex with two 2-simplexes, three
1-simplexes and one 0-simplex. They are obtained by composing the canonical surjection
π : [0, 1]× [0, 1]→ [0, 1]× [0, 1]/ ∼ with the affine simplexes

σ1 : [e0, e1, e2]→ [e0, e1, e1 + e2], σ2 : [e0, e1, e2]→ [e0, e2, e1 + e2],

a : [e0, e1]→ [e0, e2], b : [e0, e1]→ [e0, e1], c : [e0, e1]→ [e0, e1 + e2]

p : [e0]→ [e0].
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a a

b

b
p

p p

p

c
σ1

σ2

We have S∆
2 (T ) = 〈π ◦ σ1, π ◦ σ2〉R, S∆

1 (T ) = 〈π ◦ a, π ◦ b, π ◦ c〉R, S∆
0 (T ) = 〈π ◦ p〉R. As

there are no 3-simplexes, we have B∆
2 (T ) = 0. The 2-simplexes satisfy

∂∆
2 (π ◦ σ2) = ∂∆

2 (π ◦ σ1) = π ◦ a+ π ◦ b− π ◦ c,

which implies Z∆
2 (T ) = 〈π ◦ σ2− π ◦ σ1〉R ∼= R and B∆

1 (T ) = 〈π ◦ a+ π ◦ b− π ◦ c〉R ∼= R.
As π ◦ a, π ◦ b and π ◦ c are closed paths, we obtain

∂∆
1 (π ◦ a)(0) = ∂∆

1 (π ◦ b)(0) = ∂∆
1 (π ◦ c)(0) = π ◦ p− π ◦ p = 0

and therefore Z∆
1 (T ) = 〈π ◦ a, π ◦ b, π ◦ c〉R. As Z∆

0 (T ) = 〈π ◦ p〉R ∼= R, this implies

H∆
m(T ) ∼=


R⊕R m = 1

R m ∈ {0, 2}
0 m /∈ {0, 1, 2}.

3. Real projectice space RP2 can be realised as a quotient [0, 1] × [0, 1]/ ∼ where (x, 1) ∼
(1 − x, 0) and (0, y) ∼ (1, 1 − y) for all x, y ∈ [0, 1]. It has a CW-structure with two
2-simplexes, three 1-simplexes and two 0 -simplexes which are obtained by composing the
canonical surjection π : [0, 1]× [0, 1]→ RP2 with the affine simplexes

σ1 : [e0, e1, e2]→ [e0, e1, e1 + e2], σ2 : [e0, e1, e2]→ [e0, e2, e1 + e2],

a : [e0, e1]→ [e2, e0], b : [e0, e1]→ [e1, e0], c : [e0, e1]→ [e0, e1 + e2]

p : [e0]→ [e1], q : [e0]→ [e0]

a a

b

b
q

p q

p

c
σ1

σ2

We have S∆
2 (RP2) = 〈π ◦ σ1, π ◦ σ2〉R, S∆

1 (RP2) = 〈π ◦ a, π ◦ b, π ◦ c〉R, S∆
0 (RP2) =

〈π ◦ p, π ◦ q〉R. The action of the boundary operators is gven by

∂∆
2 (π ◦ σ1) = −π ◦ c− π ◦ b+ π ◦ a, ∂∆

2 (π ◦ σ2) = −π ◦ c+ π ◦ b− π ◦ a
∂∆

1 (π ◦ a) = ∂∆
1 (π ◦ b) = π ◦ q − π ◦ p ∂∆

1 (π ◦ c) = π ◦ q − π ◦ q = 0.

As B∆
2 (RP2) = 0 and ∂2(r1π◦σ1 +r2π ◦σ2) = −(r1 +r2)π ◦c+(r1−r2)(π◦a−π◦b) = 0 if

and only if r1 = r2, 2r1 = 0, we have H∆
2 (RP2) = Z∆

2 (RP2) ∼= {r ∈ R : 2r = 0}. Similarly,

Z∆
1 (RP2) = 〈π ◦ c, π ◦ b−π ◦ a〉R, B∆

1 (RP2) = 〈π ◦ c+π ◦ b−π ◦ a, π ◦ c−π ◦ b+π ◦ a〉R
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and therefore

H∆
1 (RP2) =

〈π ◦ c, π ◦ b− π ◦ a〉R
〈π ◦ c+ π ◦ b− π ◦ a, π ◦ c− π ◦ b+ π ◦ a〉R

∼=
〈π ◦ c, π ◦ b− π ◦ a〉R/〈π ◦ c− π ◦ b+ π ◦ a〉R

〈π ◦ c+ π ◦ b− π ◦ a, π ◦ c− π ◦ b+ π ◦ a〉R/〈π ◦ c− π ◦ b+ π ◦ a〉R
∼=

π ◦ b− π ◦ a〉R
〈2(π ◦ b− π ◦ a)〉R

∼= R/2R.

As B∆
0 (RP2) = 〈π ◦ q − π ◦ p〉R, it follows that

H∆
0 (RP2) =

〈π ◦ p, π ◦ q〉R
〈π ◦ q − π ◦ p〉R

∼= R

Remark 4.1.14: We will show later that for any topological space X that has the structure
of a simplicial complex, the simplicial and the singular homology agree: Hn(X) ∼= H∆

n (X) for
all n ∈ N0. This implies in particular that the simplicial homologies cannot depend on the
choice of the simplicial complex structure.

It is obvious from the preceding definitions that the singular and simplicial homologies Hn(X),
H∆
n (X) of a topological space X are obtained by applying the functors Hn : ChR-Mod →

R-Mod from Proposition 2.3.4 to the associated chain complexes S•(X) and S∆
• (X) in R-

Mod. In view of Remark 2.3.2, Definition 2.3.5, Remarks 2.3.6 and 2.3.7 this suggests that the
correspondence between topological spaces and chain complexes should also include continuous
maps and homotopies between them. More precisely, one expects an assignment of a chain
map S•(f) : S•(X) → S•(Y ) to each continuous map f : X → Y and of a chain homotopy
S•(h) : S•(f)⇒ S•(f

′) to a homotopy h : [0, 1]×X → Y from f : X → Y to f ′ : X → Y .

Theorem 4.1.15: Let R be a commutative unital ring and X, Y, Z topological spaces.

1. A continuous map f : X → Y induces a chain map S•(f) : S•(X) → S•(Y ) given
by Sn(f)(σ) = f ◦ σ for singular n-simplexes σ : ∆n → X. These chain maps satisfy
S•(idX) = idS•(X) and S•(g ◦ f) = S•(g) ◦ S•(f) for all continuous maps f : X → Y ,
g : Y → Z. This defines a functor S• : Top → ChR-Mod that assigns to a topological
space X the chain complex S•(X) and to a continuous map f : X → Y the chain map
S•(f) : X• → Y•.

2. A homotopy h : [0, 1] × X → Y from f : X → Y to f ′ : X → Y induces a chain
homotopy S•(h) : S•(f) ⇒ S•(f

′). The functor S• : Top → ChR-Mod induces a functor
hTop → hChRMod from the homotopy category of topological spaces into the homotopy
category of chain complexes.

Proof:
1. We define for n ∈ N0 an R-module morphisms Sn(f) : Sn(X)→ Sn(Y ) by Sn(f)(σ) = f ◦ σ
for all n-simplexes σ : ∆n → X and R-linear continuation. Then for all singular n-simplexes σ

∂′n ◦ Sn(f)(σ) = ∂n(f ◦ σ) =
n∑
i=0

(−1)i(f ◦ σ) ◦ F i
n =

n∑
i=0

(−1)if ◦ (σ ◦ F i
n) = Sn−1(f) ◦ ∂n(σ),
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which shows that S•(f) = (Sn(f))n∈N0 is a a chain map. By definition, we have for all n ∈ N0

Sn(g ◦ f)(σ) = g ◦ f ◦ σ = Sn(g)(Sn(f)(σ)) = Sn(g) ◦ Sn(f)(σ) Sn(idX)(σ) = idX ◦ σ = σ.

As the composite of the chain maps S•(g) : S•(Y ) → S•(Z), S•(f) : S•(X) → S•(Y ) is given
by the module morphisms Sn(g) ◦ Sn(f) : Sn(X)→ Sn(Z), S• : Top→ ChR−Mod is a functor.

2. As a chain homotopy S•(h) : S•(f) ⇒ S•(f
′) is a collection of R-module morphisms

Sn(h) : Sn(X) → Sn+1(Y ), we need to associate to each n-simplex σ : ∆n → X an
(n + 1)-simplex σ′ : ∆n+1 → Y . The homotopy h : [0, 1] × X → Y yields a continuous
map h ◦ (id × σ) : [0, 1] × ∆n → Y . By composing this map with suitable affine linear maps
∆n+1 → [0, 1]×∆n we obtain the desired (n+ 1)-simplex σ′ : ∆n+1 → Y .

These affine linear maps are obtained from geometrical considerations, namely a decomposition
of the prism [0, 1]×∆n into affine (n+ 1)-simplexes ∆n+1. This decomposition is given by the
prism maps T jn : ∆n+1 → [0, 1]×∆n, 0 ≤ j ≤ n, which are the unique affine linear maps with
T jn(ek) = (0, ek) for k ≤ j and T jn(ek) = (1, ek−1) for k > j. It is is easy to see that every point
in [0, 1]×∆n is contained in an image T jn(∆n+1) and that T jn(∆n+1) ∩ T kn (∆n+1) for k 6= j is a
lower-dimensional face in both simplexes.

x1

x2

T11

T01

x1

x0

x0

x1

x2

x1

x2

x3 T02
T12

T22

The prism maps T jn : ∆n+1 → [0, 1]×∆n for n = 1, 2.

A direct computation shows that the the prism maps satisfy the following relations

T jn ◦ F i
n+1 = (id[0,1] × F i

n) ◦ T j−1
n−1 ∀j > i T jn ◦ F i

n+1 = (id[0,1] × F i−1
n ) ◦ T jn−1 ∀j < i− 1

T in ◦ F i
n+1 = T i−1

n ◦ F i
n+1 ∀i ∈ {1, ..., n} T 0

n ◦ F 0
n+1 = i1, T

n
n ◦ F n+1

n+1 = i0, (28)

where it : ∆n → [0, 1]×∆n+1, x 7→ (t, x) is the inclusion map and F j
n+1 : ∆n → ∆n+1 the face

maps from Definition 4.1.1. This yields for n ∈ N0 R-module morphisms

hn : Sn(X)→ Sn+1(Y ), σ 7→ Σn
j=0(−1)jh ◦ (id[0,1] × σ) ◦ T jn. (29)
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As h(0, x) = f(x) and h(1, x) = f ′(x) we have for all singular n-simplexes σ : ∆n → X

h ◦ (id[0,1] × σ) ◦ i0 = h ◦ ({0} × σ) = f ◦ σ = Sn(f)(σ) (30)

h ◦ (id[0,1] × σ) ◦ i1 = h ◦ ({1} × σ) = f ′ ◦ σ = Sn(f ′)(σ),

and by applying the boundary operator ∂Yn+1 : Sn+1(Y )→ Sn(Y ), we obtain

∂Yn+1hn(σ) =Σn+1
i=0 Σn

j=0(−1)i+jh ◦ (id[0,1] × σ) ◦ T jn ◦ F i
n+1.

Splitting this sum into terms with j < i− 1, j = i− 1, j = i, j > i+ 1 and the identities (28)
and (30) yield

∂Yn+1hn(σ) =Σn+1
i=2 Σi−2

j=0(−1)i+jh ◦ (id[0,1] × σ) ◦ T jn ◦ F i
n+1 − Σn+1

i=1 h ◦ (id[0,1] × σ) ◦ T i−1
n ◦ F i

n+1

+Σn
i=0h ◦ (id[0,1] × σ) ◦ T in ◦ F i

n+1 + Σn−1
i=0 Σn

j=i+1(−1)i+jh ◦ (id[0,1] × σ) ◦ T jn ◦ F i
n+1

(28)
= Σn+1

i=2 Σi−2
j=0(−1)i+jh ◦ (id[0,1] × σ ◦ F i−1

n ) ◦ T jn−1 − h ◦ (id[0,1] × σ) ◦ i0
+h ◦ (id[0,1] × σ) ◦ i1 + Σn−1

i=0 Σn
j=i+1(−1)i+jh ◦ (id[0,1] × σ ◦ F i

n) ◦ T j−1
n−1

(30)
= Σn

i=1Σi−1
j=0(−1)i+j+1(id[0,1] × σ ◦ F i

n) ◦ T jn−1

+Σn−1
i=0 Σn−1

j=i (−1)i+j+1(id[0,1] × σ ◦ F i
n) ◦ T jn−1 − Sn(f)(σ) + Sn(f ′)(σ)

=Σn
i=0Σn−1

j=0 (−1)i+j+1(id[0,1] × σ ◦ F i
n) ◦ T jn−1 − Sn(f)(σ) + Sn(f ′)(σ)

=− hn−1(∂Xn σ)− Sn(f)(σ) + Sn(f ′)(σ).

This proves that S•(h) : S•(f)⇒ S•(f
′) is a chain homotopy. 2

By composing the functor S• : Top → ChR-Mod with the homology functors Hn : ChR-Mod →
R-Mod, we obtain a family of functors Hn ◦ S• : Top → R-Mod that assign to a topological
space X the R-module Hn(X) and to a continuous map f : X → Y an R-module morphism
Hn(f) : Hn(X) → Hn(Y ). As homotopies h : [0, 1] ×X → Y from f : X → Y to f ′ : X → Y
induce chain homotopies S•(h) : S•(f)→ S•(f

′), we obtain from Proposition 2.3.8 that the R-
module morphisms Hn(f), Hn(f ′) : X → Y agree if f, f ′ : X → Y are homotopic. The functors
Hn : Top → R-Mod are constant on the homotopy classes of morphisms in Top and induce
functors Hn : hTop → R-Mod. In particular, a homotopy equivalence f : X → Y induces
a chain homotopy equivalence S•(f) : S•(X) → S•(Y ) and hence an R-module isomorphism
between the homologies Hn(X) and Hn(Y ).

Corollary 4.1.16: Let R be a commutative unital ring and X, Y topological spaces. Then:

1. Homotopic maps f, f ′ : X → Y induce the same R-module morphisms on the homologies:
Hn(f) = Hn(f ′) : Hn(X)→ Hn(Y ) for all n ∈ N0.

2. If f : X → Y is a homotopy equivalence, then Hn(f) : Hn(X)→ Hn(Y ) is an R-module
isomorphism for all n ∈ N0.

3. If X and Y are of the same homotopy type, then they have isomorphic homologies:
Hn(X) ∼= Hn(Y ) for all n ∈ N0.

The functors Hn ◦ S• : Top → R-Mod are constant on the homotopy classes of continuous
maps f : X → Y and induce a family of functors hTop→ R-Mod that assign to a topological
space X the nth homology Hn(X) and to a homotopy class of continuous maps f : X → Y the
R-module morphism Hn(f) : Hn(X)→ Hn(Y ).
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To develop an intuition for homologies, it is helpful to investigate the relation between the
fundamental group and the first homology group of a topological space X. Clearly, closed
paths γ : [0, 1] → X in a topological space coincide with singular 1-simplexes σ : [0, 1] → X.
This makes it plausible that there is a relation between the fundamental group π1(x,X) and
the first homology group H1(X). As modules are abelian groups, this relation should be given
by a group homomorphism and involve the abelianisation of the fundamental group π1(x,X).

Theorem 4.1.17: Let (x,X) be a pointed topological space and R a commutative unital
ring. Then the map

Hu : π1(x,X)→ H1(X), [γ]π1 7→ [γ]H1 ,

is a group homomorphism. If X is path-connected and R = Z, it induces a group isomorphism
Ab(Hu) : Ab(π1(x,X))→ H1(X) between the abelianisation Ab(π1(x,X)) of the fundamental
group and H1(X), the Huréwicz isomorphism.

Proof:
1. Hu : π1(x,X) → H1(X), [γ]π1(X) → [γ]H1(X) is well-defined: The canonical surjection π :
[0, 1]→ S1 ≈ [0, 1]/ ∼ can be viewed as a 1-cycle in Z1(S1). For every closed path γ : [0, 1]→ X
there is a unique map γ∼ : S1 → X with γ∼ ◦ π = γ. This implies [γ]H1(X) = [γ∼ ◦ π]H1(X) =
H1(γ∼)([π]H1(S1)). If γ′ : [0, 1]→ X is homotopic to γ relative to {0, 1}, then γ∼, γ

′
∼ : S1 → X

are homotopic and induce the same R-module morphisms on the homologies. This implies
[γ]H1(X) = H1(γ∼)([π]H1(S1)) = H1(γ′∼)([π]H1(S1)) = [γ′]H1(X) and shows that the map Hu :
π1(x,X)→ H1(X), [γ]π1(X) → [γ]H1(X) is well-defined.

2. To show that Hu : π1(x,X) → H1(X), [γ]π1(X) → [γ]H1(X) is a group homomorphism,
consider composable paths β, γ : [0, 1] → X with β(0) = γ(1) and the map g : ∆2 → [0, 1],
Σ2
i=0tiei 7→ 1

2
t1 + t2. Then for all t ∈ [0, 1], we have

∂2((β ? γ) ◦ g)(t) =

= (β ? γ) ◦ g((1− t)e1 + te2)− (β ? γ) ◦ g((1− t)e0 + te2) + (β ? γ) ◦ g((1− t)e0 + te1)

= (β ? γ)(1
2

+ t
2
)− (β ? γ)(t) + (β ? γ)( t

2
) = β(t)− β ? γ(t) + γ(t).

This implies [β]H1(X) + [γ]H1(X) − [β ? γ]H1(X) = 0, and consequently Hu : π1(x,X)→ H1(X) is
a group homomorphism. By applying the abelianisation functor, we obtain a group homomor-
phism Ab(Hu) : Ab(π1(x,X))→ H1(X).

3. Let now X be path-connected and R = Z. We show that Ab(Hu) : Ab(π1(x,X)) → H1(X)
is a group isomorphism by constructing its inverse. For this, choose for every point y ∈ X a
path γy : [0, 1]→ X with γy(0) = y, γy(1) = x and define a morphism of abelian groups3

K : S1(X)→ Ab(π1(x,X)), σ 7→ [γ(σ(e1)) ? σ ? γ(σ(e0))]Ab(π1).

For any 2-simplex ω : ∆2 → X we obtain

K(∂2ω) =[γω(e2) ? (ω ◦ F 2
0 ) ? γω(e1)]Ab(π1) − [γω(e2) ? (ω ◦ F 1

2 ) ? γω(e0)]Ab(π1)

+[γω(e1) ? (ω ◦ F 2
2 ) ? γω(e0)]Ab(π1) = [γ]Ab(π1),

where γ : [0, 1] → X is a loop with base point x that circles the boundary ω(∂∆2) ⊂ X
counterclockwise. As γ is null homotopic, we have K(∂2ω) = 0. This implies B1(X) ⊂ ker(K),
and K induces a group homomorphism K : H1(X)→ Ab(π1(x,X)).

3In this step we need the assumption R = Z. Like any abelian group, the abelianisation of π1(x,X) has a
canonical Z-module structure, and the Z-module homomorphism K can be defined by Z-linear continuation.
For other commutative unital rings R, there is no R-linear continuation of K to an R-module morphism.
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For any loop δ : [0, 1]→ X based at x, we have

K ◦ Hu([δ]Ab(π1)) = [γx ? δ ? γx]Ab(π1) = [γx]Ab(π1) − [γx]Ab(π1) + [δ]Ab(π1) = [δ]Ab(π1),

and hence K ◦Hu = idAb(π1(x,X)). Conversely, for any 1-cycle σ : ∆1 → X ∈ Z1(X) one obtains

Hu ◦K([σ]H1(X)) =[γσ(e1) ? σ ? γσ(e0)]H1(X) = [γσ(e1)]H1(X) + [γσ(e0)]H1(X) + [σ]H1(X) = [σ]H1(X),

because ∂1σ(e0) = σ(e1) − σ(e0) = 0 implies [γσ(1)]H1(X) = −[γσ(1)]H1(X) = −[γσ(0)]H1(X). This
shows that K = Hu−1 and Hu : Ab(π1(x,X))→ H1(X) is a group isomorphism. 2

Remark 4.1.18: There are generalisations of the Huréwicz isomorphism for higher homotopy
and homology groups. Under the same assumptions as in Theorem 4.1.17, one obtains a group
homomorphism Hu(n) : πn(x,X)→ Hn(X) for all n ∈ N. If R = Z and X is (n−1)-connected,
i. e. path-connected and πk(X) = 0 for all 1 ≤ k ≤ n − 1, then Hu(n) : πn(x,X) → Hn(X) is
an isomorphism.

4.2 Subspaces and relative homology

In this section, we relate the homologies of a subspace A ⊂ X to the homologies of X. This will
not only give rise to R-module morphisms between Hn(X), Hn(A) and the quotient module
Hn(X)/Hn(A) for fixed n ∈ N but also relate these homologies for different values of n ∈ N.

The appropriate categorical setting is the category Top(2) whose objects are pairs (X,A) of
a topological space X and a subspace A ⊂ X and whose morphisms f : (X,A) → (Y,B) are
continuous maps f : X → Y with f(A) ⊂ B. Just as the category Top, this category can
be equipped with notions of homotopy, which is a homotopy in the usual sense that satisfies a
compatibility condition with respect to subspaces.

Definition 4.2.1: Consider the category Top(2) of pairs of topological spaces.

1. Two morphisms f, f ′ : (X,A)→ (Y,B) in Top(2) are called homotopic, f ∼(X,A) f
′, if

there is a homotopy h : [0, 1]×X → Y from f to f ′ with h([0, 1]× A) ⊂ B.
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2. This is an equivalence relation on each set HomTop(2)((X,A), (Y,B)) which is compatible
with the composition of morphisms. The associated category hTop(2) with pairs of
topological spaces as objects and homotopy classes of morphisms in Top(2) as morphisms
is called the homotopy category of pairs of topological spaces.

3. A morphism f : (X,A) → (Y,B) is called a homotopy equivalence if there is a
morphism g : (Y,B) → (X,A) with g ◦ f ∼(X,A) idX and f ◦ g ∼(Y,B) idY . In this case,
the pairs (X,A) and (Y,B) are called homotopy equivalent.

With these definitions, we can generalise the notions of n-chains, n-cycles and n-boundaries to
the category Top(2). The basic idea is to identify n-chains in X that differ by an n-chain in A,
i. e. to to consider the quotients Sn(X)/Sn(A) with respect to the submodule Sn(A) ⊂ Sn(X).
Similarly, we weaken the conditions on n-cycles and n-boundaries. Instead of requiring that
an n-cycle (n-boundary) lies in the kernel (image) of the boundary operator ∂n : Sn(X) →
Sn−1(X), one only imposes these conditions up to n-chains in A. That this is consistent is
guaranteed by the following lemma.

Lemma 4.2.2: Let R be a commutative unital ring and (X,A) a pair of topological spaces.
Denote for n ∈ N0 by Sn(X,A) = Sn(X)/Sn(A) the quotient module of relative n-chains
and by πn : Sn(X) → Sn(X,A) the canonical surjection. Then the boundary operator ∂n :

Sn(X) → Sn−1(X) induces an R-module morphism ∂
(X,A)
n : Sn(X,A) → Sn−1(X,A) with

∂
(X,A)
n ◦ πn = πn−1 ◦ ∂n, the relative boundary operator, and one obtains a chain complex

S•(X,A) = . . .
∂

(X,A)
n+2−−−→ Sn+1(X,A)

∂
(X,A)
n+1−−−→ Sn(X,A)

∂
(X,A)
n−−−→ Sn−1(X,A)

∂
(X,A)
n−1−−−→ . . .

Elements of Zn(X,A) := ker(∂
(X,A)
n ) ⊂ Sn(X,A) and Bn(X,A) = Im (∂

(X,A)
n+1 ) ⊂ Zn(X,A)

are called relative n-cycles and relative n-boundaries. The nth relative homology of
S•(X,A) is the quotient module Hn(X,A) = Zn(X,A)/Bn(X,A).

Proof:
The definition of the boundary operator implies ∂n(Sn(A)) ⊂ Sn−1(A) and hence Sn(A) ⊂
ker(πn−1 ◦∂n). By the universal property of the quotient, there is a unique R-module morphism

∂
(X,A)
n : Sn(X,A)→ Sn−1(X,A) with ∂

(X,A)
n ◦πn = πn−1 ◦∂n. Using again the universal property

of the quotient, we obtain

∂
(X,A)
n−1 ◦ ∂(X,A)

n ◦πn = ∂
(X,A)
n−1 ◦πn−1 ◦ ∂n = πn−2 ◦ ∂n−1 ◦ ∂n = 0 ⇒ ∂

(X,A)
n−1 ◦ ∂(X,A)

n = 0 ∀n ∈ N.

2

Remark 4.2.3:

1. For A = ∅, relative n-chains, n-cycles, n-boundaries and homologies reduce to singular
n-chains, n-cycles, n-boundaries and homologies:

Sn(X, ∅) ∼= Sn(X) Zn(X, ∅) ∼= Zn(X) Bn(Z, ∅) ∼= Bn(X) Hn(X, ∅) ∼= Hn(X).

2. For A = X, one has Sn(X,X) ∼= Zn(X,X) ∼= Bn(X,X) ∼= Hn(X,X) ∼= 0 for all n ∈ N0.
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3. For a ∆-complex (X, {σi}i∈I) and a sub complex (A, {σi}i∈J) with J ⊂ I we define analo-
gously the R-modules of relative simplicial n-chains and the relative simplicial boundary
operator as well as relative simplicial n-cycles, n-boundaries and homologies:

S∆
n (X,A) = S∆

n (X)/S∆
n (A), ∂(X,A)

n : S∆
n (X,A)→ S∆

n−1(X,A), [β] 7→ [∂∆
n β]

Z∆
n (X,A) = ker(∂(X,A)

n ), B∆
n (X,A) = Im (∂

(X,A)
n+1 ), H∆

n (X,A) = Z∆
n (X,A)/B∆

n (X,A).

Just as in singular homology, one finds that morphisms in Top(2) give rise to chain maps
between the relative chain complexes and relative homotopies induce chain homotopies between
them. Both of these statements follow directly from the corresponding statements for singular
homology, because all relevant structures in Top(2) are compatible with subspaces.

Lemma 4.2.4: Let R be a commutative unital ring.

1. Relative n-chains define a functor S
(2)
• : Top(2) → ChR-Mod that assigns to a pair of

topological spaces (X,A) the chain complex S
(2)
• (X,A) = S•(X,A) and to a morphism

f : (X,A) → (Y,B) the chain map S
(2)
• (f) : S•(X,A) → S•(Y,B). The nth relative ho-

mology is obtained by composing this functor with the functor Hn : ChR−Mod → R-Mod.

2. If f, f ′ : (X,A) → (Y,B) are homotopic, then they induce chain homotopic chain maps

S
(2)
• (f), S

(2)
• (f ′) : S•(X,A) → S•(Y,B) and the same module morphisms on the relative

homologies Hn(f•) = Hn(f ′•) : Hn(X,A) → Hn(Y,B). In particular, if (X,A) and (Y,B)
are homotopy equivalent, then Hn(X,A) ∼= Hn(Y,B) for all n ∈ N0.

3. The relative homologies induce a functor Hn : hTop(2)→ R-Mod.

Proof:
1. Denote by πn : Sn(X) → Sn(X,A) and π′n : Sn(Y ) → Sn(Y,B) the cnonical surjections. As
f(A) ⊂ B for any morphism f : (X,A) → (Y,B), we have Sn(f)(Sn(A)) ⊂ Sn(B) and hence
Sn(A) ∈ ker(π′n ◦Sn(f)). By the universal property of the quotient, there is a unique R-module

morphism S
(2)
n (f) : Sn(X,A) → Sn(Y,B) with S

(2)
n (f) ◦ πn = π′n ◦ Sn(f). Compatibility with

identities and composition follows from the corresponding properties of singular chain maps.
We have S

(2)
n (idX) ◦ πn = πn ◦ Sn(idX) = πn and for any morphism g : (Y,B)→ (Z,C)

S(2)
n (g◦f) ◦ πn = π′′n ◦ Sn(g◦f) = π′′n◦Sn(g)◦Sn(f) = S(2)

n (g)◦π′n◦Sn(f) = S(2)
n (g)◦S(2)

n (f)◦πn,

where π′′n : Sn(Z) → Sn(Z,C) is the canonical surjection. By the universal property of the

quotient, this implies S
(2)
n (idX) = id

S
(2)
n (X)

, S
(2)
n (g◦f) = S

(2)
n (g)◦S(2)

n (f).

2. The proof is analogous to the one of Theorem 4.1.15. We construct a relative counterpart of
the chain homotopy hn : Sn(X)→ Sn+1(Y ) from (29) for any relative homotopy h : [0, 1]×X →
Y between morphisms f, f ′ : (X,A)→ (Y,B). As any relative homotopy satisfies h([0, 1]×A) ⊂
B, it follows from (29) that hn(Sn(A)) ⊂ Sn+1(B) and hence Sn(A) ⊂ ker(π′n+1 ◦ hn). By the

universal property of the quotient, there is a unique R-module morphism h
(2)
n : Sn(X,A) →

Sn+1(Y,B) with h
(2)
n ◦ πn = π′n+1 ◦ hn. That the morphisms h

(2)
n for n ∈ N0 define a chain

homotopy follows from the universal property of the quotient, since

(∂
(Y,B)
n+1 ◦ h(2)

n + h
(2)
n−1 ◦ ∂(X,A)

n ) ◦ πn = ∂
(Y,B)
n+1 ◦ πn+1 ◦ hn + h

(2)
n−1 ◦ πn ◦ ∂n

= πn ◦ (∂′n+1 ◦ hn + hn−1 ◦ ∂n) = π′n ◦ (Sn(f ′)− Sn(f)) = (S(2)
n (f ′)− S(2)

n (f)) ◦ πn.

2
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We will now clarify the relation between the homologies of a topological space X, of a subspace
A ⊂ X and the associated relative homologies. For this, we need chain maps that relate the
associated chain complexes

S•(X) : . . .
∂n+2−−−→ Sn+1(X)

∂n+1−−−→ Sn(X)
∂n−→ Sn−1(X)

∂n−1−−−→ . . .

S•(A) : . . .
∂n+2−−−→ Sn+1(A)

∂n+1−−−→ Sn(A)
∂n−→ Sn−1(A)

∂n−1−−−→ . . .

S•(X,A) : . . .
∂

(X,A)
n+2−−−→ Sn+1(X,A)

∂
(X,A)
n+1−−−→ Sn(X,A)

∂
(X,A)
n−−−→ Sn−1(X,A)

∂n−1−−−→ . . .

and that arise from morphisms in Top(2). The relevant morphisms in Top(2) are the morphism
ι : (A, ∅)→ (X, ∅) induced by the inclusion iA : A→ X and the morphism π : (X, ∅)→ (X,A).
The associated chain maps are the inclusion map and the canonical surjection

S(2)
n (ι) : Sn(A)→ Sn(X), σ 7→ σ S(2)

n (π) = πn : Sn(X)→ Sn(X,A), σ 7→ [σ],

Clearly, S
(2)
n (ι) is injective, S

(2)
n (π) is surjective and by definition of the relative n-chains, we

have ker(S
(2)
n (π)) = Sn(A) = Im (S

(2)
n (ι)). In other words,

0→ S•(A)
S

(2)
• (ι)−−−→ S•(X)

S
(2)
• (π)−−−−→ S•(X,A)→ 0

is a short exact sequence of chain complexes in R-Mod. By applying Theorem 2.3.11 and Lemma
2.3.12, we obtain the following theorem.

Theorem 4.2.5: Let R be a commutative unital ring.

1. For every pair (X,A) of topological spaces, there is a long exact sequence of homologies

. . .
Hn+1(π)−−−−−→ Hn+1(X,A)

∂n+1−−−→ Hn(A)
Hn(ι)−−−→ Hn(X)

Hn(π•)−−−−→ Hn(X,A)
∂n+1−−−→ . . .

2. For any morphism f : (X,A)→ (Y,B) in Top(2), the associated long exact sequences of
homologies form a commutative diagram

. . .
Hn+1(ι) // Hn+1(X)

Hn+1(f)
��

Hn+1(π)// Hn+1(X,A)

Hn+1(f)
��

∂n+1 // Hn(A)

Hn(f◦iA)
��

Hn(ι) // Hn(X)

Hn(f)
��

Hn(π)// Hn(X,A)
∂n //

Hn(f)
��

. . .

. . .
Hn+1(ι)

// Hn+1(Y )
Hn+1(π)

// Hn+1(Y,B)
∂n+1

// Hn(B)
Hn(ι)

// Hn(Y )
Hn(π)

// Hn(Y,B)
∂n

// . . . .

In the following, we will use this theorem systematically to compute the homologies of topolog-
ical spaces. In particular, we can apply it to subspaces A ⊂ X that are retracts or deformation
retracts of X.

Example 4.2.6: Let R be a commutative unital ring, X a topological space and A ⊂ X a
retract of X. Then for all n ∈ N0 the R-module morphism Hn(ι) : Hn(A)→ Hn(X) is injective.
If A is a deformation retract of X, then Hn(r) : Hn(X)→ Hn(A) and Hn(ι) : Hn(A)→ Hn(X)
are isomorphisms.
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This follows because the retraction induces a morphism r : (X,A) → (A,A) in Top(2) with
r ◦ iA = idA. As Hn(A,A) = 0 for all n ∈ N0, Theorem 4.2.5 yields the following commutative
diagram with exact rows

. . .
Hn+1(ι) // Hn+1(X)

Hn+1(r)

��

Hn+1(π)// Hn+1(X,A)

Hn+1(r)

��

∂n+1 // Hn(A)

Hn(r|A) =id
��

Hn(ι) // Hn(X)

Hn(r)

��

Hn(π)// Hn(X,A)
∂n //

Hn(r)

��

. . .

. . .
id

// Hn+1(A) // 0
∂n+1

// Hn(A)
id
// Hn(A) // 0

∂n

// . . .

This implies ker(Hn(ι)) = Im (∂n+1) = Im (∂n+1 ◦ Hn+1(r)) = 0. If A ⊂ X is a deformation
retract, then r : X → A is a homotopy equivalence, and by Corollary 4.1.16 all R-module
morphisms Hn(r) : Hn(X)→ Hn(A) and Hn(ι) : Hn(A)→ Hn(X) are isomorphisms.

4.3 Excision

In this section, we develop a homology counterpart for the theorem of Seifert and van Kampen.
The idea is to consider a covering of a topological space X by open subsets Ui ⊂ X, i ∈ I, and
to relate the (relative) homologies of X (with respect to a subspace A ⊂ X) to the homologies
of Ui (and Ui ∩ A). In particular, we will show that the homologies Hn(X,A) do not change if
one imposes the condition that all singular simplexes take values in one of the subsets Ui ⊂ X.

As in the proof of the theorem of Seifert and van Kampen, this will be achieved by subdividing
the relevant structures - the singular n-simples ∆n → X - into singular simplexes ∆n → Ui.
This requires a systematic subdivision procedure for singular n-simplexes that yield simplexes
of arbitrarily small diameter. As we can view a singular n-simplex σ : ∆n → X as the image of
the affine n-simplex id∆n under the chain map Sn(σ) : Sn(∆n) → Sn(X), this problem can be
reduced to a subdivision procedure for affine linear simplexes ∆n → ∆j.

A minimum requirement for such a subdivision procedure is that it is compatible with affine
maps - it should not matter if an affine simplex is first subdivided and then mapped to another
affine simplex or first mapped to an affine simplex and subdivided afterwards. This means that
all vertices in the subdivided simplex must be affine linear functions of the original vertices.
Natural candidates for the vertices in a subdivision of an affine n-simplex are its barycentre and
the barycentres of its (n− 1)-, (n− 2)−,..., 1-faces. This leads to the concept of the barycentric
subdivision, in which an affine n-simplex is divided into (n+1)! sub simplexes that each contain
its barycentre, the barycentre of one (n− 1)-face, the barycentre of an adjacent (n− 2)-face, a
barycentre of an adjacent (n− 3)-face,..., and one vertex of the simplex, as shown below.

As we want to apply this construction to singular n-simplexes, i. e. continuous maps σ : ∆n →
X, we need a description of the barycentric subdivision in terms of affine maps ∆n → ∆j

between the standard simplexes. This is simlar to the description of the faces and the boundary
of a singular simplex in terms of the face maps ∆n−1 → ∆n. We thus require an R-module
morphism Un : Saff

n (∆n) → Saff
n (∆n) that maps the submodule Saff

n (∆n) ⊂ Sn(∆n) of affine
n-simplexes σ : ∆n → ∆n to itself and assigns to each affine n-simplex an R-linear combination
of affine n-simplexes in its barycentric subdivision.
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x3

x1

x2

x1

x2

x1

Barycentric subdivision for the standard simplexes ∆3,∆2,∆1.

Definition 4.3.1: Let R be a unital ring. For j, n ∈ N0 the barycentric map is the R-module
morphism Cj

n : Saff
n (∆j)→ Saff

n+1(∆j) given by

Cj
n(σ) : ∆n+1 → ∆j, Cj

n(σ)(ek) =

{
bj = 1

j+1
Σj
m=0em k = 0

σ(ek−1) 1 ≤ k ≤ n+ 1.

for all affine n-simplexes σ : ∆n → ∆j. The barycentric subdivision operator is the R-
module morphism Un : Sn(X)→ Sn(X) defined inductively by U0 = idS0(X) and

Un(σ) = Sn(σ) ◦ Un(id∆n) = Sn(σ) ◦ C n
n−1 ◦ Un−1 ◦ ∂n(id∆n)

for all singular simplexes σ : ∆n → X.

Remark 4.3.2:

1. The barycentric subdivision operator is well-defined because U0(Saff
0 (∆0)) ⊂ Saff

0 (∆0) and
Un−1(Saff

n−1(∆n−1)) ⊂ Saff
n−1(∆n−1) imply Un(Saff

n (∆n)) ⊂ Saff
n (∆n).

2. The image of the face map F j
n : ∆n−1 → ∆n under the barycentric map Cn

n−1 :
Saff
n−1(∆n)→ Saff

n (∆n) is given by

Cn
n−1(F j

n)(ek) =


bn = 1

n+1
Σn
j=0ej k = 0

ek−1 1 ≤ k ≤ j

ek j < k ≤ n.

(31)

It maps the standard n-simplex [e0, ..., en] to the simplex [bn, e0, ..., ej−1, ej+1, ..., en], in
which the vertex ej is replaced by the barycentre bn of ∆n.

3. The barycentric maps satisfy the identities

∂1(C1
0(σ)) = σ − b1, ∂n+1(Cj

n(σ)) = σ − Cj−1
n−1(∂n(σ)). (32)

for all singular n-simplexes σ : ∆n → ∆j.
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It remains to show that the barycentric subdivision operator indeed implements the geometrical
notion of barycentric subdivision. For this, we need to show that it maps an affine n-simplex
σ : ∆n → Rm to an R-linear combination of affine simplexes, which involves precisely the
simplexes in its barycentric subdivision and with coefficients ±1, depending on the orientation
of these simplexes.

Lemma 4.3.3: The barycentric subdivision operator is given by

Un(σ)([e0, ..., en]) = Σπ∈Sn+1sgn(π)[vπ0 , ..., v
π
n] with vπr = 1

n−r+1
Σn
j=rvπ(j)

for all affine n-simplexes σ : ∆n → Rm, ei 7→ vi.

Proof:
For n = 0 the claim is trivial. Suppose it holds for all n ≤ k − 1 and let σ : ∆k → Rm, ei 7→ vi
be an affine k-simplex. Then we obtain

Uk(σ)([e0, ..., ek]) = Sk(σ) ◦ Ck
k−1 ◦ Uk−1(∂kid∆k)([e0, ..., ek])

= Σk
j=0(−1)jSk(σ) ◦ Ck

k−1 ◦ Sk−1(F j
k ) ◦ Uk−1(id∆k−1)([e0, ..., ek])

k−1
= Σπ∈SkΣ

k
j=0(−1)jsgn(π)Sk(σ) ◦ Ck

k−1(F j
k )([eπ0 , ..., e

π
k−1])

?
= Στ∈Sk+1

sgn(τ)[vτ0 , ..., v
τ
k ],

where ? follows from (31) and the fact that for any π ∈ Sk the permutation τ ∈ Sk+1

τ(i) =


j i = 0

π(i− 1) i ∈ {1, ..., k} and π(i− 1) < j

π(i− 1) + 1 i ∈ {1, ..., k} and π(i− 1) ≥ j

satisfies sgn(τ) = (−1)jsgn(σ). 2

Lemma 4.3.3 shows that the barycentric subdivision operator Un : Sn(X) → Sn(X) from
Definition 4.3.1 indeed has the desired geometrical interpretation. It maps an affine n-simplex
σ : ∆n → Rm, ei 7→ vi to an R-linear combination of (n + 1)! affine n-simplexes whose images
[vπ0 , ..., v

π
n] have as vertices the barycentre vπ0 of [v0, ..., vn], the barycentre vπ1 of the (n− 1)-face

[vπ(1), ..., vπ(n)], the barycentre vπ2 of the adjacent (n− 2)-face [vπ(2), ..., vπ(n)],..., the barycentre
vπn−1 of the 1-face [vπ(n−1), vπ(n)] and the vertex vπ(n).

To determine how the barycentric subdivision operator affects the homologies Hn(X), we have
to clarify its algebraic properties and give an interpretation in terms of chain complexes and
chain maps.

Proposition 4.3.4: Let R be a commutative unital ring and X a topological space.

1. The barycentric subdivision operators Un(X) : Sn(X) → Sn(X) define a natural
transformation from the functor S• : Top→ ChR-Mod to itself.

2. The chain map U•(X) : S•(X)→ S•(X) is naturally chain homotopic to the identity map
idS•(X) : S•(X)→ S•(X), i. e. there are natural transformations Tn : Sn → Sn+1 between
the functors Sn, Sn+1 : Top → R-Mod such that Tn,X : Sn(X) → Sn+1(X) form a chain
homotopy T•,X : U•(X)⇒ idS•(X).

142



Proof:
1. A natural transformation from S• : Top→ ChR-Mod to itself is an assignment of a chain map
U•(X) : S•(X)→ S•(X) to each topological space X such that S•(f) ◦U•(X) = U•(Y ) ◦ S•(f)
for all continuous maps f : X → Y . We thus have to show that for all n ∈ N0, the barycentric
subdivision operator satisfies

∂n ◦ Un(σ) = Un−1 ◦ ∂n(σ) Sn(f) ◦ Un(σ) = Un ◦ Sn(f)(σ)

for all singular n-simplexes σ : ∆n → X and all continuous maps f : X → Y . The second
identity follows directly from the definition

Sn(f) ◦ Un(σ) =Sn(f) ◦ Sn(σ) ◦ Un(id∆n) = Sn(Sn(f)(σ)) ◦ Un(id∆n) = Un(Sn(f)(σ)).

As S•(σ) : S•(∆
n) → S•(X) is a chain map and the second identity holds, it is sufficient to

prove the first identity for σ = id∆n : ∆n → ∆n. For n = 0, it is obvious, and if it holds for Uk
with k ≤ n− 1, we obtain

∂n ◦ Un(id∆n) =∂n(Cn
n−1 ◦ Un−1 ◦ ∂n(id∆n))

(32)
= Un−1 ◦ ∂n(id∆n)− Cn−1

n−2 ◦ ∂n−1 ◦ Un−1 ◦ ∂n(id∆n)
n−1
= Un−1 ◦ ∂n(id∆n)− Cn−1

n−2 ◦ Un−2 ◦ ∂n−1 ◦ ∂n(id∆n) = Un−1 ◦ ∂n(id∆n).

2. We define the R-module morphisms Tn,X : Sn(X)→ Sn+1(X) inductively by

T0,X = 0 (33)

Tn,X(σ) = Sn+1(σ) ◦ Tn,∆n(id∆n) = Sn+1(σ) ◦ Cn
n(id∆n − Un(id∆n)− Tn−1,∆n(∂nid∆n))

for all singular n-simplexes σ : ∆n → X. For any continuous map f : X → Y , we obtain

Tn,Y ◦ Sn(f)(σ) =Sn+1(Sn(f)(σ)) ◦ Tn,∆n(id∆n) = Sn+1(f ◦ σ) ◦ Tn,∆n(id∆n)

=Sn+1(f) ◦ Sn+1(σ) ◦ Tn,∆n(id∆n) = Sn+1(f) ◦ Tn,X(σ).

This proves that the R-module morphisms Tn,X : Sn(X) → Sn+1(X) define a natural trans-
formation Tn : Sn → Sn+1. To show that T•,X = (Tn,X)n∈N0 is a chain homotopy between
U•(X) : S•(X)→ S•(X) and idS•(X) : S•(X)→ S•(X), we show that

∂n+1 ◦ Tn,X + Tn−1,X ◦ ∂n = idSn(X) − Un(X) ∀n ∈ N.

Due to the naturality of Tn and because Sn(σ) : Sn(∆n)→ Sn(X) is a chain map, it is sufficient
to prove this for Tn,∆n . For n = 0, it is obvious. If it holds for Tk,∆nwith k ≤ n− 1, we obtain

∂n+1Tn,∆n(id∆n) = ∂n+1 ◦ Cn
n(id∆n − Un(id∆n)− Tn−1,∆n(∂nid∆n))

(32)
= id∆n − Un(id∆n)− Tn−1,∆n(∂nid∆n)− Cn−1

n−1 ◦ ∂n(id∆n − Un(id∆n)− Tn−1,∆n(∂nid∆n))
n−1
= id∆n − Un(id∆n)− Tn−1,∆n(∂nid∆n)

− Cn−1
n−1(∂nid∆n−Un−1(∂nid∆n)−∂nid∆n+Un−1(∂nid∆n)+Tn−2,∆n◦∂n−1◦∂n(id∆n))

= id∆n − Un(id∆n)− Tn−1,∆n(∂nid∆n).

2

As the chain maps U•(X) : S•(X) → S•(X) defined by the barycentric subdivision operator
are chain homotopic to the identity map idS•(X) : S•(X) → S•(X), applying the barycentric
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subdivision operator to an n-cycle yields an n-cycle in the same homology class. Moreover,
Proposition 4.3.4 states that the chain maps U• : S• → S• commute with the chain maps S•(f) :
S•(X)→ S•(Y ) in the sense of a natural transformation. It is clear that analogous statements
hold if one applies the barycentric subdivision operators repeatedly, since the composite of
natural transformations is a natural transformation, the composite of chain maps is a chain
map and chain homotopies are compatible with the composition of chain maps. It is also clear
that such composites again map affine simplexes to affine simplexes.

Remark 4.3.5:

1. The r-fold composites U r
• = U• ◦ ... ◦ U• : S• → S• are natural transformations from

S• : Top → ChR-Mod to itself and the associated chain maps U r
• (X) : S•(X) → S•(X)

are naturally chain homotopic to idS•(X). The chain homotopy T
(r)
n,X : U r

• (X)⇒ idS•(X) is

given by the R-module morphisms T
(r)
n,X = (U r−1

n+1 + U r−2
n+1 + . . .+ Un+1 + idSn+1(X)) ◦ Tn,X .

This follows because one has for all singular n-simplexes σ : ∆n → X

σ − U r
n(σ) = (idSn(X) + Un + . . .+ U r−1

n )(σ − Un(σ))

= (idSn(X) + Un + . . .+ U r−1
n )(∂n+1Tn,X(σ) + Tn−1,X(∂nσ)) = ∂n(T

(r)
n,X(σ)) + T

(r)
n−1,x(∂nσ).

2. For all r ∈ N and any affine n-simplex σ : ∆n → ∆j, all n-simplexes in U r
n(σ) and all

(n+ 1)-simplexes in T
(r)

n,∆j(σ) are again affine.

We will now consider a covering of a topological space by open sets Ui, i ∈ I and subdivide each
singular n-simplex σ : ∆n → X by applying the barycentric subdivision operator repeatedly
until the image σ(∆n) is contained in one of the sets Ui. To determine the effect of this procedure
on the homologies, we have to consider the submodule of Sn(X) that is generated by the affine
n-simplexes whose image is contained in one of the sets Ui and to show that these submodules
form a chain complex.

Definition 4.3.6: Let R be a commutative unital ring, X a topological space, A ⊂ X a
subspace and U = {Ui}i∈I an open cover of X.

1. An n-chain σ =
∑m

j=1 rjσj ∈ Sn(X) is called U-small if for every j ∈ {1, ...,m} there is

an i ∈ I with σj(∆
n) ⊂ Ui. We denote by SUn (X) ⊂ Sn(X) the submodule of U -small

n-chains.

2. As ∂n(SUn (X)) ⊂ SUn−1(X), U -small n-chains define a chain complex (SU• (X), ∂Un ).
Elements of ZUn (X) = ker(∂Un ) ⊂ Zn(X) and BUn (X) = Im (∂Un+1) ⊂ Bn(X) are called
U-small n-cycles and U-small n-boundaries. The nth U-small homology is the
quotient HUn (X) = ZUn (X)/BUn (X).

3. Analogously, we define the R-module SUn (X,A) = SUn (X)/SUn (A) of U-small relative
n-chains, the submodules ZUn (X,A) and BUn (X,A) of U-small relative n-cycles and
U-small relative n-boundaries and the U-small relative homologies HUn (X,A) =
ZUn (X,A)/BUn (X,A).

We can now prove that any singular n-simplex σ : ∆n → X can be mapped to a U -small
n-chain by applying the barycentric subdivision operator repeatedly. In this, we use that ∆n
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is compact and apply Lebesgue’s lemma to obtain an ε > 0 such that the image of any subset
A ⊂ ∆n of diameter < ε is contained in one if the sets Ui. It is then sufficient to prove that by
applying the barycentric subdivision operator repeatedly to a standard n-simplex, one obtains
a set of diameter < ε.

Lemma 4.3.7: Let U = {Ui}i∈I be an open covering of a topological space X and consider
a singular n-simplex σ : ∆n → X. Then there is an r ∈ N, such that for m ≥ r all simplexes
in Um

n (σ) ∈ Sn(X) are contained in one of the sets Ui. In particular, Um
n (σ) ∈ SUn (X) for all

m ≥ r.

Proof:
1. We show that for any affine n-simplex σ : ∆n → ∆n, all affine simplexes τ in U r

n(σ) satisfy

diam(τ(∆n)) ≤
(

n
n+1

)r
diam(σ(∆n)).

This follows inductively from the statement for r = 1. To prove the latter, we use induction
over n. For n = 0, the claim holds trivially. Suppose now the claim is proven for r = 1 and
k ≤ n − 1, and let τ : ∆n → ∆n be an affine n-simplex in Un(σ). Then there are vertices
p, q ∈ τ(∆n) with ||p− q|| = diam(τ(∆n)). If p, q are contained in σ(∂∆n), then the induction
hypothesis implies

d(p, q) ≤ n−1
n

diam(σ(∆n)) < n
n+1

diam(σ(∆n)).

Otherwise, one of the two vertices p, q must be the barycenter of σ(∆n) = [v0, ..., vn]. If q is the
barycenter of σ(∆n), then

d(p, q) =
∣∣∣∣p− 1

n+1
Σn
i=0vi

∣∣∣∣ = 1
n+1
||Σn

i=0(p− vi)|| ≤ 1
n+1

Σn
i=0||p− vi|| ≤ n

n+1
diam(σ(∆n)).

2. Consider now a singular n-simplex σ : ∆n → X. Then the sets σ−1(Ui), i ∈ I form an open
cover of the compact metric space ∆n. By Lebesgue’s lemma there exists an ε > 0 such that
for all p ∈ ∆n, the set Uε(p) = {q ∈ ∆n : ||p− q|| < ε} is contained in one of the sets σ−1(Ui).
If r is sufficiently large, then by 1. diam(τ(∆n)) < ε for all affine simplexes τ in U r

n(id∆n) and
hence τ(∆n) is contained in one of the sets σ−1(Ui). It follows that for all simplexes in τ in
U r
n(σ) the image τ(∆n) is contained in one of the sets Ui, i ∈ I. 2

Lemma 4.3.7 allows us to construct U -small n-simplexes for any covering U = (Ui)i∈I of X
by applying the barycentric subdivision operator repeatedly. Proposition 4.3.4 suggests that
applying the barycentric subdivision operator should not change the equivalence class of a
given element x ∈ Zn(X) in Hn(X). This leads one to expect that for all n ∈ N, the R-modules
Hn(X) should should be isomorphic to the U -small R-modules HUn (X).

Theorem 4.3.8: Let X be a topological space with a subspace A ⊂ X and U = {Ui}i∈I an
open cover of X. Then the inclusion maps j• : SU• (X,A)→ S•(X,A), σ 7→ σ induce R-module
isomorphisms Hn(j•) : HUn (X,A)

∼−→ Hn(X,A).

Proof:
1. We prove the claim for A = ∅: Let x ∈ ZUn (X) a U -small n-cycle with Hn(j•)([x]U) = [x] = 0.
Then there is an n-chain y ∈ Sn+1(X) with x = ∂n+1(y), and for all r ∈ N, one has

∂n+1◦U r
n+1(y) = U r

n ◦∂n+1(y) = U r
n(x) = x−∂n+1◦T (r)

n,X(x)−T (r)
n−1,X ◦∂n(x) = x−∂n+1◦T (r)

n,X(x).
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This implies x = ∂n+1(U r
n+1(y)+T

(r)
n+1,X(x)). By Lemma 4.3.7, we have U r

n+1(y) ∈ SUn+1(X) for r

sufficiently large. Together with Lemma 4.3.7, the definitions of T
(r)
n,X and Tn,X in Remark 4.3.5

and in (33) also imply that T
(r)
n,X(x) ∈ SUn+1(X) for all x ∈ SUn (X). Hence, we have x ∈ BUn (X)

and [x]U = 0. This shows that Hn(j•) is injective.

Similarly, for any x ∈ Zn(X), we have U r
n(x) ∈ SUn (X) for r sufficiently large and

Hn(j•)([U
r
n(x)]U) = [U r

n(x)] = [x− ∂n+1 ◦ T (r)
n,X(x)− T (r)

n−1,X ◦ ∂n(x)] = [x].

This shows that Hn(j•) : HUn (X)→ Hn(X) is surjective.

2. For n ∈ N and a subspace A ⊂ X, we obtain a commutative diagram with exact rows

HUn (A)

∼=
��

Hn(ι) // HUn (X)

∼=
��

Hn(π)// HUn (X,A)

Hn(j•)

��

∂
U
n // HUn−1(A)

∼=
��

Hn−1(ι)// HUn−1(X)

∼=
��

Hn(A)
Hn(ι) // Hn(X)

Hn(π)// Hn(X,A)
∂n // Hn−1(A)

Hn−1(ι)// Hn−1(X),

and the 5-Lemma implies that Hn(j•) : HUn (X,A)→ Hn(X,A) is an isomorphism. 2

In particular, we can apply Theorem 4.3.8 to compute the (relative) homologies of a topological

space obtained by removing an open set U ⊂ X with U ⊂
◦
A from a pair of topological spaces

(X,A). It turns out that removing such an open set U ⊂ X does not affect the homologies,
and we obtain the excision theorem.

Theorem 4.3.9: (Excision theorem)

Let (X,A) be a pair of topological spaces and U ⊂
◦
A a subspace with U ⊂

◦
A. Then the inclusion

map iU : (X \U,A\U)→ (X,A) induces isomorphisms Hn(iU) : Hn(X \U,A\U)
∼−→ Hn(X,A).

Proof:
The sets U1 :=

◦
A and U2 := X \ Ū form an open covering of X, and by definition we have

SUn (X,A) =
SUn (X)

SUn (A)
=
Sn(

◦
A)⊕ Sn(X \ Ū)

Sn(
◦
A)⊕ Sn(A \ Ū)

=
Sn(X \ Ū)

Sn(A \ Ū)
,

SUn (X \ U,A \ U) =
SUn (X \ U)

SUn (A \ U)
=
Sn(

◦
A)⊕ Sn(X \ Ū)

Sn(
◦
A)⊕ Sn(A \ Ū)

=
Sn(X \ Ū)

Sn(A \ Ū)
.

Theorem 4.3.8 then implies Hn(X,A) ∼= HUn (X,A) ∼= HUn (X \U,A \U) ∼= Hn(X \U,A \U). 2

Theorem 4.3.8 also provides a very effective method to compute the (relative) homologies for
a pair of topological spaces (X,A) - the Mayer-Vietoris sequence which can be viewed as a
homological counterpart of the theorem of Seifert and van Kampen. The basic idea is to cover
the topological space X by a pair of open subsets U1, U2 such that the homologies of U1, U2 and
U1∩U2 are as simple as possible. The Mayer-Vietoris sequence then combines these homologies
in a long exact sequence with the homologies of (X,A) and allows one to compute the latter.
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Theorem 4.3.10: Let (X,A) be a pair of topological spaces, U1, U2 ⊂ X open subsets
with U1 ∪ U2 = X and Ai := Ui ∩ A. Denote by ιi : (U1 ∩ U2, A1 ∩ A2) → (Ui, Ai) and
ji : (Ui, Ai) → (X,A) the associated inclusion morphisms in Top(2). Then there is a natural
R-module homomorphism ∂MV

n : Hn(X,A)→ Hn−1(U1 ∩ U2, A1 ∩ A2) such that the diagram

Hn(U1, A1)⊕Hn(U2, A2)
Hn(j1)+Hn(j2)//

Hn(j1)+Hn(j2) **

HUn (X,A)
∂n //

Hn(j•)
��

Hn−1(U1 ∩ U2, A1 ∩ A2)

Hn(X,A)
∂MV
n

55
(34)

commutes and an exact and natural sequence, the Mayer-Vietoris sequence

. . .
∂MV
n+1 // Hn(U1 ∩ U2, A1 ∩ A2)

(Hn(ι1),−Hn(ι2))// Hn(U1, A1)⊕Hn(U2, A2)

Hn(j1)+Hn(j2)

��
. . . Hn−1(U1 ∩ U2, A1 ∩ A2)

(Hn−1(ι1),−Hn−1(ι2))
oo Hn(X,A)

∂MV
n

oo

Proof:
The sets U1, U2 form an open covering U = {U1, U2} of X and the sets A1, A2 an open covering
A = {A1, A2} of A. This yields a sequence of chain complexes

0→ S•(U1 ∩ U2, A1 ∩ A2)
(S•(ι1),−S•(ι2))−−−−−−−−−→ S•(U1, A1)⊕ S•(U2, A2)

S•(j1)+S•(j2)−−−−−−−−→ SU• (X,A)→ 0.

As every U -small relative n-chain in (X,A) is a linear combination of relative n-chains in
(U1, A1), (U2, A2), the module morphisms Sn(j1)+Sn(j2) : Sn(U1, A1)⊕Sn(U2, A2)→ SUn (X,A)
are surjective. The morphisms (Sn(ι1),−Sn(ι2)) : Sn(U1∩U2, A1∩A2)→ Sn(U1, A1)⊕Sn(U2, A2)
are injective and ker(Sn(j1) + Sn(j2)) = Im ((Sn(ι1),−Sn(ι2))). This shows that the sequence
is exact. From Theorem 2.3.11 we obtain a long exact sequence of homologies

. . .
∂n+1 // Hn(U1 ∩ U2, A1 ∩ A2)

(Hn(ι1),−Hn(ι2))// Hn(U1, A1)⊕Hn(U2, A2)

Hn(j1)+Hn(j2)
��

. . . Hn−1(U1 ∩ U2, A1 ∩ A2)
(Hn−1(ι1),−Hn−1(ι2))
oo HUn (X,A)

∂n

oo

Theorem 4.3.8 implies that Hn(j•) : HUn (X,A)→ Hn(X,A) is an isomorphism. The R-module
morphism ∂MV

n = ∂n ◦ Hn(j•)
−1 : HUn (X,A) → Hn−1(U1 ∩ U2, A1 ∩ A2) makes the diagram

(34) commute and has the same naturality properties as the connection homomorphism (see
Lemma 2.3.12, Corollary 2.3.13 and Corollary 2.3.14). The claim follows by inserting diagram
(34) into the long exact sequence of homologies. 2

Corollary 4.3.11: Let X be a topological space U1, U2 ⊂ X open and path-connected with
X = U1∪U2 and U1∩U2 path-connected. Then H0(U1) ∼= H0(U2) ∼= H0(U1∩U2) ∼= H0(X) ∼= R,
and the Mayer-Vietoris sequence for (X, ∅) and U = {U1, U2} is the long exact sequence

. . .
∂MV

2 // H1(U1 ∩ U2)
(H1(ι1),−H1(ι2))// H1(U1)⊕H1(U2)

H1(j1)+H1(j2) // H1(X)

∂MV
1

��
0 H0(X)︸ ︷︷ ︸

∼=R

oo H0(U1)⊕H0(U2)︸ ︷︷ ︸
∼=R⊕R

H0(j1)+H0(j2)oo H0(U1 ∩ U2)︸ ︷︷ ︸
∼=R

(H0(ι1),−H0(ι2))oo
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As (H0(ι1),−H0(ι2)) is injective, this implies Im (∂MV
1 ) = ker(H0(ι1),−H0(ι2)) = 0 and hence

∂MV
1 = 0 and H1(j1) +H1(j2) surjective. We obtain

H1(X) =
H1(U1)⊕H1(U2)

ker(H1(j1)⊕H1(j2))
=

H1(U1)⊕H1(U2)

Im (H1(ι1),−H1(ι2))

which can be viewed as the abelian version of the Theorem of Seifert and van Kampen.

Example 4.3.12: We compute the singular homologies of the n-Spheres Sn with the Mayer-
Vietoris sequence. As S0 = {1,−1} is the topological sum of two one-point spaces, we have

Hk(S
0) = Hk({1})⊕Hk({−1}) ∼=

{
0 k > 0

R⊕R k = 0

To compute the homologies of the spheres Sn with n ≥ 1, we consider for an ε ∈ (0, 1) the open
subspaces U± = {x ∈ Sn | ∓ xn+1 < ε}. Then we have Sn = U+ ∪ U−, U± ' Dn ' {p} and
U+ ∩U− = {x ∈ Sn | − ε < xn+1 < ε} ' Sn−1. This implies Hk(U±) = 0 for k ≥ 1, H0(U±) = R
and Hk(U+ ∩ U−) = Hk(S

n−1). As Sn is path-connected for n ≥ 1, we have H0(Sn) = R for
n ≥ 1. From Corollary 4.3.11 we obtain the Mayer-Vietoris sequence

. . .→ Hk(S
n−1) // Hk(D

n)⊕Hk(D
n)︸ ︷︷ ︸

=0

// Hk(S
n)

∂MV
k // Hk−1(Sn−1)

��
H1(Sn−1)← . . .

��

Hk−2(Sn−1)oo Hk−1(Sn)
∂MV
k−1oo Hk−1(Dn)⊕Hk−1(Dn)︸ ︷︷ ︸

=0

oo

H1(Dn)⊕H1(Dn)︸ ︷︷ ︸
=0

// H1(Sn)
∂MV

1 // H0(Sn−1)
φ // H0(Dn)⊕H0(Dn)︸ ︷︷ ︸

=R⊕R
ψ:(r1,r2)7→r1+r2

��
0 H0(Sn)︸ ︷︷ ︸

=R

oo

The exactness of the sequence implies that ∂MV
k : Hk(S

n) → Hk−1(Sn−1) is an isomorphism
for all n ≥ 1, k ≥ 2. Similarly, we find that ∂MV

1 : H1(Sn) → H0(Sn−1) is injective, and this
implies H1(Sn) ∼= Im (∂MV

1 ) ∼= ker(φ).

If n > 1, we have H0(Sn−1) = R, and the map φ : H0(Sn−1) → H0(Dn) ⊕H0(Dn) is given by
φ : R→ R⊕R, r 7→ (r,−r). As this map is injective, we obtain H1(Sn) = 0. If n = 1, we have
H0(Sn−1) ∼= R ⊕ R and H1(S1) ∼= ker(φ) ∼= R ⊕ R/Im (φ) = R ⊕ R/ ker(ψ) ∼= R. Hence, we
have for the homologies of te n-spheres Sn with n ≥ 1

Hk(S
n) ∼= Hk−1(Sn−1) ∼= ... ∼=


Hk−n(S0) = 0 k > n

H1(S1) ∼= R k = n ≥ 1

H1(Sn−k+1) = 0 0 < k < n

R 0 = k < n.
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Example 4.3.13: Let (x,X), (y, Y ) be pointed topological spaces with open neighbourhoods
U ⊂ X and V ⊂ Y such that {x} is a deformation retract of U and {y} a deformation
retract of V . Consider the wedge sum X ∨ Y obtained by identifying x ∈ X and y ∈ Y . Then
Hn(X ∨ Y ) ∼= Hn(X)⊕Hn(Y ) for all n ∈ N.

Proof: Choose U1 = ιX(X) ∪ ιY (V ), U2 = ιY (Y ) ∪ ιX(U), where ιX : X → X ∨ Y and
ιY : Y → X ∨ Y are the canonical inclusions. Then U1, U2 are open with X ∨ Y = U1 ∪ U2,
and U1 ∩U2 = ιX(U)∪ ιY (V ) is homotopy equivalent to a point. This implies Hn(U1 ∩U2) = 0
for all n ∈ N. As {x} and {y} are deformation retracts of U ⊂ X and V ⊂ Y , respectively, we
have U1 ' X and U2 ' Y and therefore Hn(U1) ∼= Hn(X), Hn(U2) ∼= Hn(Y ) for all n ∈ N0.
The Mayer-Vietoris sequence takes the form

. . .
∂MV
n+1 // Hn(U1 ∩ U2)︸ ︷︷ ︸

=0

(Hn(ι1),−Hn(ι2)) // Hn(U1)⊕Hn(U2)︸ ︷︷ ︸
∼=Hn(X)⊕Hn(Y )

Hn(j1)+Hn(j2) // Hn(X ∨ Y )

∂MV
n

��
. . . Hn−1(X ∨ Y )

∂MV
n−1oo Hn−1(U1)⊕Hn−1(U2)︸ ︷︷ ︸

∼=Hn−1(X)⊕Hn−1(Y )

Hn−1(j1)+Hn−1(j2)oo Hn−1(U1 ∩ U2)︸ ︷︷ ︸
=0

(Hn−1(ι1),−Hn−1(ι2))oo

For n ∈ N, this implies that Hn(j1)+Hn(j2) : Hn(U1)⊕Hn(U2) ∼= Hn(X)⊕Hn(Y )→ Hn(X∨Y )
is an isomorphism.
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4.4 Exercises for Chapter 4

Exercise 1: Let R be a commutative unital ring.

(a) Compute the simplicial homologies H∆
n (S2) over R by making use of the fact that S2 is

homeomorphic to the surface of a tetrahedron.

(b) Compute the simplicial homologies H∆
n (T#g) over R for an oriented surface of genus g ≥ 2

by realising it as a quotient of a 4g-gon and choosing a suitable triangulation.

...

a1
b1

a1

b1

a2

b2

a2b2

ag

bg

ag

bg

p

p

p

p

p p

p

p

p

p

p
p p

Exercise 2: Compute the simplicial homologies H∆
n (Sg,n)R for an oriented surface Sg,n :=

T#g \ {B1, ..., Bn} of genus g with n points removed.

Exercise 3: The Klein bottle K is the quotient of the unit square with respect to the
equivalence relation that identifies its boundary as shown below.

a a

b

b
p

p p

p

Compute the simplicial homologies H∆
n (K) over R by choosing a suitable triangulation.

Consider the cases:

(a) R is a commutative unital ring of characteristic char(R) = 2
(b) R = Z
(c) R = F is a field of characteristic char(F) = 0.

Exercise 4: Let R be a unital commutative ring and X a path-connected graph with V
vertices and E edges. Show that X has a ∆-complex structure and that its first homology
group over R is

H∆
1 (X) ∼= RE−V+1 = R⊕R . . .⊕R︸ ︷︷ ︸

(E−V+1)×

.
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Hint: Prove that X is a tree if and only if E − V + 1 = 0. Then construct the graph X by
adding edges to a maximal tree in X.

Exercise 5: Consider real projective space RP2. Show that RP2 has the structure of a ∆-
complex and compute its simplicial homologies H∆

n (RP2) over:

(a) a commutative unital ring R of characteristic char(R) = 2.
(b) R = Z.
(c) a field R = F of characteristic char(F) = 0.

Hint: Realise RP2as a quotient of the disc D2/ ∼.

Exercise 6: (lens spaces) Let p, q ∈ N with p > q ≥ 1 relatively prime. Consider the
polyhedron obtained as the convex hull Pp = [t, b, s1, ..., sp] ⊂ R3 of a convex p-gon and two
points t and b above and below its center r, as shown below.

si

si+1 si+q
si+1+q

t

r

b

mi

mi+q
mi+1+q

Fi

Fi+q

The lens space L(p, q) is the quotient of Pp with respect to the equivalence relation that
identifies for i ∈ {1, ...,m} the face Fi of the upper pyramid with the (i + q) mod(p)th face
F(i+q) mod(p) of the lower pyramid, as indicated below. Choose a ∆-complex structure and com-
pute the simplicial homologies H∆

n (L(p, q)) over Z.

Exercise 7: Let X be a topological space with n path components and R a commutative
unital ring. Show that the 0th singular homology over R is given by H0(X) ∼= R⊕R . . .⊕R︸ ︷︷ ︸

n×

.

Exercise 8: Consider the canonical ∆-complex structure on the standard n-Simplex ∆n =
[e0, ..., en]. Determine the associated chain complex S∆

• (∆n) explicitly and determine its ho-
mologies H∆

k (∆n) for 0 ≤ k ≤ n.

Exercise 9: Let X = qi∈IXi be a topological space with path-components Xi and A ⊂ X a
subspace. Prove the following statements

(a) H0(X,A) = 0 if and only if A ∩Xi 6= ∅ for all i ∈ I.
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(b) H1(X,A) = 0 if and only if the map H1(ι) : H1(A)→ H1(X) is surjective and every path
component of X contains at most one path-component of A.

Exercise 10: Equip the cylinder X = S1 × [0, 1] with the structure of a ∆-complex such
that the circle A = S1 × {0} is realised as a subcomplex and compute the relative homologies
H∆
n (X,A).

Exercise 11: Compute the relative homologies H∆
n (X,A) of the ∆-complex X = ∆3 and the

subcomplex A = ∆2 ⊂ ∆3.

Exercise 12: Let X be a topological space A,B ⊂ X subspaces such that B is a deformation
retract of A. Prove that Hn(X,A) ∼= Hn(X,B) for all n ∈ N0.

Exercise 13: We denote by [v0, ..., vk] the affine k-simplex σ : ∆k → Rn with σ(ej) = vj for
j ∈ {0, ..., k}. For (s + 1) points v0, ..., vs ∈ Rn we denote by b(v0, ..., vs) = 1

s+1

∑s
j=0 vj the

barycentre. Show that for all k ∈ N the barycentric subdivision operator is given by

Uk([v0, ..., vk]) =
∑

π∈Sk+1

sgn(π)[v0, ..., vk]
π,

where [v0, ..., vk]
π = [vπ0 , ..., v

π
k ] and vπr = b(vπ(r), ..., vπ(k)).

Exercise 14: Let R be a commutative unital ring. Use the Mayer-Vietoris sequence to prove
the identity Hk(S

n) ∼= Hk−1(Sn−1) for all n, k ∈ N.

Hint: Consider for 0 < ε < 1 the sets Sn± = {x ∈ Sn : ∓xn+1 < ε}.

Exercise 15: Compute for R = Z the homologies of the Klein bottle by covering it with two
overlapping Möbius strips and using the Mayer-Vietoris sequence.

Exercise 16: Let X be a topological space and A ⊂ X a retract of X. Show that the short

exact sequence 0 → S•(A)
S•(ι)−−−→ S•(X)

S•(π)−−−→ S•(X,A) → 0 splits and therefore one has
Hn(X) ∼= Hn(A)⊕Hn(X,A) for all n ∈ N0.

Exercise 17: Compute the homologies of the n-punctured sphere S2 \ {p1, ..., pn} and of the
n-punctured plane R2 \ {q1, .., qn}.
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5 Homology theories and their applications

5.1 The axiomatic formulation

Historically, there were many different homology theories such as simplicial homologies, homolo-
gies of ∆-complexes and singular homologies. In 1945 Samuel Eilenberg and Norman Steenrod
gave an abstract formulation in terms of axioms that unified and related these approaches.
By using the language of categories, functors and natural transformations, they developed a
formulation that was independent of details such as the choice of simplexes under consideration
and showed that the homologies of a topological space can be largely computed from these
axioms.

Definition 5.1.1: Let R be a commutative unital ring. A homology theory with coefficients
in R consists of a family (Hn)n∈Z of functors Hn : Top(2) → R-Mod together with a family
(∂n)n∈Z of natural transformations ∂n : Hrel

n → Hsub
n−1, Hn(X,A) → Hn−1(A), that satisfies the

Eilenberg-Steenrod axioms:

(H1) homotopy axiom: if f, g : (X,A) → (Y,B) are homotopic, then Hn(f) = Hn(g) :
Hn(X,A)→ Hn(Y,B) for all n ∈ Z.

(H2) exact sequence axiom: for a pair of topological spaces (X,A) with inclusion morphisms
ι : (A, ∅)→ (X,A) and π : (X, ∅)→ (X,A), the following sequence is exact

. . .
∂n+1−−−→ Hn(A)

Hn(ι)−−−→ Hn(X)
Hn(π)−−−→ Hn(X,A)

∂n−→ Hn−1(A)
Hn−1(ι)−−−−→ Hn−1(X)

Hn−1(π)−−−−−→ . . .

(H3) excision axiom: for any pair (X,A) and any subset U ⊂ A with U ⊂
◦
A the inclusion

morphism j : (X \ U,A \ U)→ (X,A) induces isomorphisms

Hn(j) : Hn(X \ U,A \ U)
∼−→ Hn(X,A).

(H4) additivity axiom: If X = qi∈IXi is a decomposition of X into its path-components Xi,
then Hn(X) ∼=

⊕
i∈I Hn(X).

(H5) dimension axiom: for the one point space Hn({p}) = 0 for all n 6= 0, H0({p}) ∼= R.

The functors Hn : Top(2) → R-Mod are called homologies and the natural transformations
∂n : Hn(X,A)→ Hn−1(A) boundary operators.

Note that the homotopy axiom implies that homotopy equivalent topological spaces have the
same homologies. The dimension axiom is sometimes omitted. In that case, the zeroth homolo-
gies of the one point space play the role of coefficients in the homology theory. To ensure that
the homology theory contains non-trivial information about the topological spaces, one must
require that the homologies of the one-point space should not all be zero.

Clearly, singular homology is a homology theory,. The homotopy axiom is contained in Corol-
lary 4.1.16 and Lemma 4.2.4, the dimension axiom in Example 4.1.7. The additivity axiom
corresponds to Example 4.1.8, the exact sequence axiom to Theorem 4.2.5 and the excision
axiom to Theorem 4.3.9. However, we will now show in an example that the homologies of a
topological space can be computed directly from the axioms, without making use of the concrete
definition of singular homology. For this, we consider the homologies of the n-spheres Sn, the
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n-discs Dn and the relative homologies of the pairs (Sn, Dn) and (Dn, Sn−1). These are not only
important in their own right but will later result in a simple procedure for the computation of
homologies of CW-complexes.

Theorem 5.1.2: Let R be a commutative unital ring. Then for any homology theory and
any n ∈ N0, the homologies of the n-sphere Sn and the relative homologies of the n-disc Dn are

Hm(Sn) ∼=


R m = 0, n 6= 0 orm = n 6= 0

0 m /∈ {0, n}
R⊕R m = n = 0

Hm(Dn, Sn−1) =

{
R m = n

0 m 6= n.
(35)

Proof:
We consider for n ∈ N0 the pairs (Sn, Sn+) where Sn+ = {x ∈ Sn |xn+1 > 0} and the subspace
U = {x ∈ Sn |xn+1 > 1/2} ⊂ Sn+. For n ≥ 1, the spaces Sn+ and Sn \U are homotopy equivalent
to Dn and hence to a one-point space {p}, the space Sn+ \ U is homotopy equivalent to Sn−1.

For all n ∈ N we have U ⊂ S̊n+, and by the excision axiom (H3) j : (Sn \U, Sn+ \U)→ (Sn, Sn+)
induces an isomorphism Hk(j) : Hk(S

n \ U, Sn+ \ U)→ Hk(S
n, Sn+) for all k ∈ N0.

We consider the exact sequences for the pairs (Sn, Sn+) ' (Sn, Dn) with the inclusion and
projection morphisms ι : (Dn, ∅) → (Sn, ∅) and π : (Sn, ∅) → (Sn, Dn) and for the pairs
(Sn \U, Sn+ \U) ' (Dn, Sn−1) with inclusion and projection morphisms ι′ : (Sn−1, ∅)→ (Dn, ∅)
and π′ : (Dn, ∅)→ (Dn, Sn−1). This yields the following commuting diagram with exact rows

...→ Hk+1(Sn)
Hk+1(π) // Hk+1(Sn, Dn)

∂k+1 //

=0︷ ︸︸ ︷
Hk(D

n)
Hk(ι) // Hk(S

n)
Hk(π) // Hk(S

n, Dn)
∂k //

=0︷ ︸︸ ︷
Hk−1(Dn)→ ...

...→ Hk+1(Dn)︸ ︷︷ ︸
=0

Hk+1(ι)

OO

Hk+1(π′)// Hk+1(Dn, Sn−1)

Hk+1(j) ∼=

OO

∂′k+1 // Hk(S
n−1)

Hk(ι′) //

Hk(ι′)

OO

Hk(D
n)︸ ︷︷ ︸

=0

Hk(ι)

OO

Hk(π′)// Hk(D
n, Sn−1)

Hk(j) ∼=

OO

∂′k // Hk−1(Sn−1)→ ...

Hk−1(ι′)

OO

where k ≥ 2 and we used the fact that Dn is homotopy equivalent to the one point space,
which implies Hk(D

n) = 0 for all k ≥ 1 and H0(Dn) = R by the homotopy and the dimension
axiom. The exactness of the first row then implies that (a) Hk(π) : Hk(S

n)→ Hk(S
n, Dn) is an

isomorphism for all k ≥ 2. The exactness of the second row implies that (b) ∂′k : Hk(D
n, Sn−1)→

Hk−1(Sn−1) is an isomorphism for all k ≥ 2. Hence, we obtain inductively for k ≥ 2

Hk(S
n) ∼= Hk(S

n, Dn) ∼= Hk(D
n, Sn−1) ∼= Hk−1(Sn−1) =

{
H1(Sn−k+1) n ≥ k

Hk−n(S0) = 0 n < k.
(36)

It remains to compute the homologies Hk(S
n), Hk(D

n, Sn−1), Hk(S
n, Dn) for k ≤ 1. For this, we

consider the last terms on the right of the diagram, which are given by the following comuting
diagram with exact rows

...→
=0︷ ︸︸ ︷

H1(Dn)
H1(ι) // H1(Sn)

H1(π) // H1(Sn, Dn)
∂1 //

=R︷ ︸︸ ︷
H0(Dn)

H0(ι) // H0(Sn)
H0(π) // H0(Sn, Dn)→ 0

...→ H1(Sn−1)

H1(ι′)

OO

H1(ι′) // H1(Dn)︸ ︷︷ ︸
=0

H1(ι)

OO

H1(π′)// H1(Dn, Sn−1)

H1(j) ∼=

OO

∂′1 // H0(Sn−1)

H0(ι′)

OO

H0(ι′) // H0(Dn)︸ ︷︷ ︸
=R

H0(ι)

OO

H0(π′)// H0(Dn, Sn−1)→ 0

H0(j) ∼=

OO
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By exactness of the first row, H1(π) is injective and H0(π) surjective. By exactness of the
second row, ∂′1 is injective and H0(π′) surjective. By the exactness of the second row we have
ker(H0(ι′)) = Im (∂′1), and because of the commutativity, this implies ∂1◦H0(j) = H0(ι′)◦∂′1 = 0.
As H0(j) is an isomorphism, it follows that ∂1 = 0. Hence H0(ι) is injective, H1(π) is surjective
and hence an isomorphism. This shows that (c) H1(Sn) ∼= H1(Sn, Dn) ∼= H1(Dn, Sn−1).

The exactness of the first row also implies ker(H0(π)) = Im (H0(ι)), and with the commutativity
of the diagram 0 = H0(π) ◦H0(ι) = H0(j) ◦H0(π′). As H0(j) is an isomorphism, it follows that
H0(π′) = 0. As H0(π′) is surjective, this implies (d) H0(Dn, Sn−1) ∼= H0(Sn, Dn) = 0 for all
n ∈ N. From this, it follows that that H0(ι′) and H0(ι) are surjective, and hence H0(ι) is an
isomorphism, which implies (e) H0(Sn) ∼= R for all n ∈ N.

For n = 0 the additivity axiom and the dimension axiom imply H1(S0) = 0, H0(S0) = R ⊕ R
and H0(ι′) : R⊕R→ R, (r1, r2) 7→ r1 + r2. With the injectivity of ∂′1, this implies (f)

H1(S1) ∼= H1(S1, D1) ∼= H1(D1, S0) ∼= Im (∂′1) = ker(H0(ι′)) = {(r,−r) | r ∈ R} ∼= R.

For n ≥ 2, we have H0(Sn−1) ∼= R by (e). As H0(ι′) : H0(Sn−1) ∼= R→ R is surjective, it follows
that it is an isomorphism and hence (g) ker(H0(ι′)) = Im (∂′1) = H1(Sn) ∼= H1(Sn, Dn) ∼=
H1(Dn, Sn−1) = 0 for n ≥ 2. Combining the identities (d)-(g) with (36) then proves the claim. 2

As in the case of the fundamental group π1(S1) in Section 3.3, this result on the homologies
of the spheres Sn has many geometrical applications. Some of them are higher-dimensional
analogues of the results in Section 3.3 and their proofs are quite similar to the ones in in
Section 3.3. The only difference is that they make use of the homology groups Hk(S

n) instead
of the fundamental group π1(S1).

Corollary 5.1.3: For n,m ∈ N, n 6= m, Rn and Rm are not homeomorphic.

Proof:
A homeomorphism f : Rn → Rm induces a homeomorphism f : Rn \ {0} → Rm \ {f(0)}. As
Rn \ {0} ' Sn−1 and Rm \ {f(0)} ' Sm−1 this yields an isomorphism Hk(S

n−1)
∼−→ Hk(S

m−1)
for all k ∈ N, but for n 6= m this is a contradiction to Theorem 5.1.2. 2

Corollary 5.1.4: (Brouwer’s fix point theorem)
For n ≥ 1, every continuous map f : Dn → Dn has a fix point.

Proof:
For n = 1, the claim follows from the midpoint theorem, since the continuous map g : D1 =
[1,−1] → R, x 7→ f(x) − x satisfies g(−1) ≥ 0 and g(1) ≤ 0, which implies that there is an
x ∈ [−1, 1] with g(x) = 0, i. e. a fix point of f . Suppose n ≥ 2 and f : Dn → Dn is continuous
without a fix point. Then for all x ∈ Dn there is a unique straight line gx through x and
f(x). By assigning to x ∈ Dn the intersection point of gx with ∂Dn = Sn−1 that is closer to x
than to f(x), we obtain a continuous map g : Dn → Sn−1 with g|Sn−1 = idSn−1 . This yields a
commutative diagram with a contradiction

Hn−1(Dn) = 0
Hn−1(g)

))
Hn−1(Sn−1) ∼= R

Hn−1(ι)
55

Hn−1(id)=id // Hn−1(Sn−1) ∼= R.
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2

The fact that the homologies of many topological spaces can be computed directly from the
Eilenberg-Steenrod axioms without making use of concrete simplexes ∆n → X suggests that
different homology theories should give rise to isomorphic homologies, at least for well-behaved
topological spaces. This was one of the central motivations for introducing these axioms, and
we can use them to show that simplicial and singular homology agree.

Theorem 5.1.5: Let X∆ = (X, {σi}i∈I) be a ∆-complex. Then for all n ∈ N0 the inclusion
maps i∆n : S∆

n (X)→ Sn(X) induce isomorphisms Hn(i∆• ) : H∆
n (X)

∼−→ Hn(X).

Proof:
1. We prove that H∆

n (Xk, Xk−1) ∼= Hn(Xk, Xk−1) for all k, n ∈ N0:

(a) Denote by Ik ⊂ I the index set for the k-simplexes in X∆. Then the k-skeleta of X are
given by Xk = ∪kj=0

(
∪i∈Ijσi(∆j)

)
have an induced ∆-complex structure (Xk, {σi}i∈I0∪...∪Ik).

For n > k, the set {σi}i∈I0∪...∪Ik does not contain n-simplexes and S∆
n (Xk) = S∆

n (Xk, Xk−1) = 0.
For n < k all n-simplexes in {σi}i∈I0∪...∪Ik are also contained in {σi}i∈I0∪...∪Ik−1

, which implies
S∆
n (Xk) = S∆

n (Xk−1) and S∆(Xk, Xk−1) = 0. This yields H∆
n (Xk, Xk−1) = 0 for n 6= k. For

n = k, we have

H∆
k (Xk, Xk−1) ∼= ker(∂∆

k )/Im (∂∆
k−1) ∼= S∆

k (Xk, Xk−1)/0 ∼= S∆
k (Xk)/S∆

k (Xk−1) = ⊕i∈IkR

since ∂k(σi) ∈ Sk−1(Xk−1) for all i ∈ Ik. This implies

H∆
n (Xk, Xk−1) ∼=

{
⊕i∈IkR n = k

0 n 6= k.

(b) To compute Hn(Xk, Xk−1), we consider the thickened (k−1)-skeleton of Uk, that is obtained
by removing all barycentres of k-simplexes

Uk = Xk \
⋃
i∈Ik

σi(bk).

The (k− 1)-skeleton Xk−1 is a deformation retract of Uk. A retraction rk : Uk → Xk−1 and the
associated homotopy hk : [0, 1]× Uk → Uk from iXk−1 ◦ rk to idUk are obtained as follows. Let
r : ∆k \ {bk} → ∂∆k be a retraction and h : [0, 1] ×∆k \ {bk} → ∆k \ {bk} a homotopy from
i∂∆k ◦ r to id∆k\{bk} relative to ∂∆k. Define

rk(x) =

{
x x ∈ Xk−1

σi ◦ r ◦ (σi| ◦
∆k

)−1(x) x ∈ σi(
◦

∆k \ {bk})

hk(t, x) =

{
x x ∈ Xk−1

σi ◦ h(t, ◦(σi| ◦
∆k

)−1(x)) x ∈ σi(
◦

∆k \ {bk}).

Then rk : Uk → Xk−1 is a retraction and hk : [0, 1]× Uk → Uk a homotopy from iXk−1 ◦ rk to
idUk relative to Xk−1. This implies Hn(Xk, Xk−1) ∼= Hn(Xk, Uk) (see Exercise 12, Section 4.4).
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(c) By the excision axiom the inclusion (Xk \ Xk−1, Uk \ Xk−1) → (Xk, Uk) induces an iso-
morphism Hn(Xk \ Xk−1, Uk \ Xk−1)

∼−→ Hn(Xk, Uk). As excising the (k − 1)-skeleton yields

a topological sum (Xk \ Xk−1, Uk \ Xk−1) = qi∈Ik(σi(
◦
∆k), σi(

◦
∆k \ bk)), the additivity axiom

implies Hn(Xk \Xk−1, Uk \Xk−1) ∼= ⊕i∈IkHn(σi(
◦
∆k), σi(

◦
∆k \ bk)). As σi| ◦

∆k
:
◦

∆k → σi(
◦

∆k) is a

homeomorphism for all i ∈ Ik, we have

(σi(
◦
∆k), σi(

◦
∆k \ bk)) ' (

◦

∆k,
◦

∆k \ {bk}) ' (
◦
Dk,

◦
Dk \ {0}) ' (Dk, Sk−1) ∀i ∈ Ik,

and by combining these results, we obtain

Hn(Xk, Xk−1)
(b)∼= Hn(Xk, Uk)

(c)∼= Hn(Xk \Xk−1, Uk \Xk−1)
(c)∼= ⊕i∈IkHn(σi(

◦
∆k), σi(

◦
∆k \ bk))

∼= ⊕i∈IkHn(Dk, Sk−1) ∼=

{
⊕i∈IkR n = k

0 n 6= k.

2. We prove that Hn(Xk) ∼= H∆
n (Xk) by induction over n, k ∈ N. Clearly, H∆

0 (Xk) ∼= H0(Xk) for
all k ∈ N. Suppose we have Hm(Xk) ∼= H∆

m(Xk) for all k ∈ N and m ≤ n−1. As X0 is discrete,
we have Hn(X0) = H∆

n (X0) . Suppose now that Hn(X l) ∼= H∆
n (X l) for all 0 ≤ l ≤ k− 1. Then

we obtain the following commuting diagram with exact rows

H∆
n+1(Xk, Xk−1)

∼=
��

∂n+1 // H∆
n (Xk−1)

∼=
��

Hn(ι) // H∆
n (Xk)

Hn(i∆• )
��

Hn(j)// H∆
n (Xk, Xk−1)

∼=
��

∂n // H∆
n−1(Xk−1)

∼=
��

Hn+1(Xk, Xk−1)
∂n+1 // Hn(Xk−1)

Hn(ι) // Hn(Xk)
Hn(j) // Hn(Xk, Xk−1)

∂n // Hn−1(Xk−1)

The R-module morphisms on the first and fourth vertical arrow are isomorphisms by 1., the
ones on the second and fifth vertical arrow are isomorphisms by induction hypothesis. The
5-lemma then implies that Hn(i∆• ) : H∆

n (X)→ Hn(X) is an isomorphism. 2

5.2 The mapping degree

Another important application of the (relative) homologies of spheres is the notion of mapping
degree, which generalises the mapping degree of a function f : S1 → S1 from Section 3.3 to
higher dimensions. For this, one considers the homologies Sn and of the pairs (Dn, Sn−1) with
coefficients in R = Z. By Theorem 5.1.2, one has Hn(Sn) ∼= Hn(Dn, Sn−1) ∼= Z, and any
morphism f : (Dn, Sn−1) → (Dn, Sn−1) or f : (Sn, ∅) → (Sn, ∅) in Top(2) induces a group
homomorphism Hn(f) : Z → Z. As every group homomorphism φ : Z → Z is of the form
φ : z 7→ mz with m = φ(1) ∈ Z, we obtain a generalisation of the mapping degree to the
n-spheres.

Definition 5.2.1: Consider the ring R = Z. Then a morphism f : (Dn, Sn−1) → (Dn, Sn−1)
or f : (Sn, ∅)→ (Sn, ∅) in Top(2) induces a group homomorphism Hn(f) : Z→ Z, z 7→ mz for
an m ∈ Z. The number m = Hn(f)(1) = deg(f) ∈ Z is called the mapping degree of f .

Remark 5.2.2:
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1. As the homologies define a functor Hn : Top(2)→ Z, one has deg(idSn) = deg(idDn) = 1
and deg(g ◦ f) = deg(g) · deg(f).

2. The degree deg(f) depends only on the homotopy class4 of f . In particular, if f is a
homotopy equivalence, then deg(f) ∈ {±1}.

3. The naturality of the connecting homomorphism for the pair (Dn, Sn−1) implies that
for all morphisms f : (Dn, Sn−1) → (Dn, Sn−1) one has deg(f) = deg(f |Sn−1) since the
following diagram commutes

Hn(Dn, Sn−1)

Hn(f)
��

∂n // Hn−1(Sn−1)

Hn−1(f |Sn−1 )

��
Hn(Dn, Sn−1)

∂n // Hn−1(Sn−1).

4. If f : Sn → Sn is constant, then deg(f) = 0 since f = f2 ◦ f1 with f1 : Sn → {p},
f2 : {p} → Sn and Hk({p}) = 0 for all k ∈ N. This implies Hk(f) = Hk(f2) ◦Hk(f1) = 0
for all k ∈ N.

5. It follows from the Huréwicz isomorphism (Theorem 4.1.17) that for n = 1 the mapping
degree from Definition 5.2.1 agrees with the one from Definition 3.3.2.

Note that the first, second and fourth claim in Remark 5.2.2 are direct generalisations of Lemma
3.3.4 for the mapping degree of a map f : S1 → S1 and reduce to them for n = 1. However the
mapping degree of maps f, g : S1 → S1 also satisfies the identity deg(f · g) = deg(f) + deg(g)
(see Lemma 3.3.4. 2.), and it is natural to ask if this also has a higher-dimensional counterpart.

While the pointwise product f · g of continuous maps f, g : S1 → S1 has no analogue in higher
dimensions, we can nevertheless generalise this identity to continuous maps f : Sn → Sn.
For this, recall that the pointwise product f · g of continuous maps f, g : S1 → S1 and the
concatenation of the associated paths closed paths in S1 induce the same group homomorphism
π1(S1)→ π1(S1). The latter has an analogue for Sn which is obtained from a decomposition of
Sn into half-spheres Sn± := {x ∈ Sn : ±xn+1 ≥ 0}.

As Sn±/S
n−1 ≈ Sn and Sn/Sn−1 ≈ Sn ∨ Sn, the associated canonical surjections induce contin-

uous maps q± : Sn± → Sn, a continuous map P : Sn → Sn ∨ Sn, the pinch map such that the
following diagram commutes

Sn±

q±

��

j± // Sn

P
��

Sn
ι± // Sn ∨ Sn,

(37)

where j± : Sn± → Sn are the canonical inclusions and ι± : Sn → Sn ∨ Sn the inclusion into the
first and second component in Sn ∨ Sn.

4Hopf’s theorem states that the converse of this statement is also true. If f, f ′ : Sn → Sn are two
continuous maps of the same degree, then f and f ′ are homotopic.
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Pj+

q+ ι+

The pinch map P : Sn → Sn ∨ Sn

If we identify (0,−1) = −en+1 on the first copy of Sn with (0,−1) = −en+1 on the second copy,
then the pinch map P : Sn → Sn ∨ Sn is given by

P (x sinφ, cosφ) =

{
ι+(x sin(2φ), cos(2φ)) φ ∈ [0, π

2
)

ι−(x sin(2φ), cos(2φ)) φ ∈ [π
2
, π]

∀x ∈ Sn−1.

P

ϕ

The pinch map P : Sn → Sn ∨ Sn in coordinates

For a pair of morphisms f± : (Sn, {−en+1})→ (X, {x}) in Top(2), the universal property of the
wedge sum yields a continuous map f+∨f− : Sn∨Sn → X with (f+∨f−)◦ι± = f± : Sn → X. By
composing it with the pinch map, we obtain a continuous map f++f− := (f+∨f−)◦P : Sn → X

(f+ + f−)(x sinφ, cosφ) =

{
f+(x sin(2φ), cos(2φ)) φ ∈ [0, π

2
)

f−(x sin(2φ), cos(2φ)) φ ∈ [π
2
, π].

The map f+ +f− : Sn → Sn can be viewed as a higher-dimensional analogue of the composition
of paths in S1. Moreover, it has the same properties with respect to homology, as it adds the
mapping degrees of f+ and f−.

Lemma 5.2.3: For morphisms f+, f− : (Sn, {−en+1})→ (X, x) in Top(2) and all n, k ≥ 1, the
continuous map f++f− : Sn → X satisfies Hk(f++f−) = Hk(f+)+Hk(f−) : Hk(S

n)→ Hk(X).

Proof:
By Example 4.3.13, the canonical inclusions ι± : Sn → Sn ∨ Sn that map Sn to the first and
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second component induce an isomorphism Hk(ι+)+Hk(ι−) : Hk(S
n)⊕Hk(S

n)
∼−→ Hk(S

n∨Sn).
By combining it with diagram (37), we obtain the diagram

Hk(S
n)

(Hk(id),Hk(id))

++

Hk(P )

��

Hk(f++f−)

((
Hk(S

n ∨ Sn)
Hk(f+∨f−) // Hk(X)

Hk(S
n)⊕Hk(S

n)

Hk(ι+)+Hk(ι−) ∼=

OO

Hk(f+)+Hk(f−)

66

in which the two triangles on the right commute. It is therefore sufficient to show that the
triangle on the left commutes. This follows from the fact that the pinch map P : Sn → Sn∨Sn
is homotopic to the canonical inclusions ι± : Sn → Sn ∨ Sn. In the parametrisation above, a
homotopy from ι+ : Sn → Sn ∨ Sn to P : Sn → Sn ∨ Sn is given by

h : [0, 1]× Sn → Sn ∨ Sn, h(t, x sinφ, cosφ) =

{
ι+(x sin(φ+ tφ), cos(φ+ tφ)) φ ∈ [0, π

1+t
)

ι−(x sin(φ+ tφ), cos(φ+ tφ)) φ ∈ [ π
1+t
, π].

2

t=0 t=1/2

t=1

homotopy from the the inclusion map ι+ : Sn → Sn ∨ Sn to the pinch map
P : Sn → Sn ∨ Sn.

We can now use the mapping degree of continuous maps f : Sn → Sn to derive the higher-
dimensional counterparts of the geometrical statements in Section 3.3, which made use of the
reflection and the antipodal map of the circle. For this, we consider the reflections s : Sn → Sn,
x 7→ x − 2〈x, v〉v on a hyperplane through the origin with normal vector v ∈ Sn and the
antipodal map a : Sn → Sn, x 7→ −x. The first step is to compute their degrees.

Lemma 5.2.4: For n ≥ 1, the reflection s : Sn → Sn on a hyperplane through the origin in
Rn+1 has deg(s) = −1, and the antipodal map a : Sn → Sn has deg(a) = (−1)n+1.
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Proof:
The second claim follows from the first, since the antipodal map is obtained by composing
(n + 1) reflections. To prove the first, we can restrict attention to the reflection s : Sn → Sn

on the hyperplane orthogonal to e1, since every other hyperplane can be obtained from this by
applying a rotation in SO(n + 1), which is a homeomorphism. In the parametrisation above,
the map idSn + s : Sn → Sn is given by

(idSn + s)(x1 sinφ, x⊥ sin(φ), cosφ) =

{
(x1 sin(2φ), x⊥ sin(2φ), cos(2φ)) φ ∈ [0, π

2
)

(−x1 sin(2φ), x⊥ sin(2φ) cos(2φ)) φ ∈ [π
2
, π],

where (x1, x⊥) ∈ Sn−1 and φ ∈ [0, π]. It is homotopic to the constant map f : Sn → Sn,
x 7→ (0, 0, 1) via the homotopy h : [0, 1]× Sn → Sn

h(t, x1 sinφ, x⊥ sinφ, cosφ) =


(x1 sin(2φ), x⊥ sin(2φ), cos(2φ)) φ ∈ [0, π(1−t)

2
)

(α(t, φ, x1)x1 sin(πt), β(t, φ)x⊥ sin(πt),− cos(πt)) φ ∈ [π(1−t)
2

, π(1+t)
2

)

(−x1 sin(2φ), x⊥ sin(2φ), cos(2φ)) φ ∈ [π(1+t)
2

, π]

with α(t, φ, x1) =

√
t2 − (π − 2φ)2(1− x2

1)

t|x1|
β(t, φ) =

π − 2φ

t
.

This implies 0 = deg(f) = deg(s+ idSn) = deg(s) + deg(idSn) = 1 + deg(s). 2

By making use of this lemma, we can prove a well-known statement that is known under
the name of combing a hedgehog. It states that combing a hedgehog always leads to the
appearance of a bald spot. The hedgehog is modelled by a sphere S2 and its quills correspond
to a (continuous) vector field on S2. The bald spot represents a zero of the vector field, and
the claim is that every continuous vector field on S2 has a zero. More generally, one considers
vector fields on Sn ⊂ Rn+1 for n ≥ 1, i. e. continuous maps v : Sn → Rn+1 with 〈v(x), x〉 = 0
for all x ∈ Sn, where 〈 , 〉 denotes the euclidean scalar product on Rn+1.

Corollary 5.2.5: For n ≥ 1, Sn admits a vector field without zeros if and only if n is odd.

Proof:
For n odd, a vector field without zeros on Sn is given by

v : Sn → Rn+1, v(x1, ..., xn+1) = (−x2, x1,−x4, x3, ....,−xn+1, xn).

Conversely, if v : Sn → Rn+1 is a vector field with v(x) 6= 0 for all x ∈ Sn, then

h : [0, 1]× Sn → Sn, h(x, t) = x cos(πt) +
v(x)

||v(x)||
sin(πt).

is a homotopy from idSn to the antipodal map, which implies Hn(id) = Hn(a) = (−1)n+1 = −1
and hence n odd. 2

By a similar argument, namely the construction of homotopies from a given map f : Sn → Sn

to the identity map or the antipodal map via convex combinations, we can draw conclusions
about the degree of maps without fix points or antipodal points.
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Corollary 5.2.6:

1. If f : Sn → Sn is a continuous map without a fix point, then deg(f) = (−1)n+1.

2. If f : Sn → Sn is a continuous map without an antipodal point, then deg(f) = 1.

3. If n is even, every continuous map f : Sn → Sn has a fix point or an antipodal point.

Proof:
If f : Sn → Sn has no fix point (antipodal point), then h : [0, 1]× Sn → Sn

h(t, x) =
(1− t)f(x) −(+)tx

||(1− t)f(x) −(+)tx||

is a homotopy from f to the antipodal map a : Sn → Sn (the identity map idSn : Sn → Sn),
and deg(f) = deg(a) = (−1)n+1 (deg(f) = deg(idSn) = 1). If f has neither fix nor antipodal
points, then deg(f) = deg(a) = (−1)n+1 = deg(idSn) = 1 and hence n odd. 2

5.3 Homologies of CW-complexes

In this section, we develop a procedure to compute the homologies of CW-complexes. This is
important because it is often much simpler than a computation of homologies via ∆-complexes
or the homology axioms. As every topological manifold is homotopy equivalent to a CW-complex
and every topological space is weakly homotopy equivalent to a CW-complex, this procedure
is quite general and can be applied to many examples. On the other hand, it is conceptually
important because it shows that homology theories do not need to be based on simplexes and
can be just as well be formulated in terms of spheres and discs.

The central observation is that for a CW-complex (X,∪n≥0X
n) the characteristic maps of the

n-cells relate the relative homologies Hk(X
n, Xn−1) to the relative homologies Hk(D

n, Sn−1). If
fj : Sn−1 → Xn−1 for j ∈ Jn are the attaching maps for the n-cells, then Xn is obtained from
Xn−1 by attaching the topological sum qj∈JnDn to Xn−1 with qj∈Jnfj : qj∈JnDn → Xn−1. The
characteristic maps ι : qj∈JnDn → Xn and ιj = ι ◦ ij : Dn → Xn then induce an isomorphism
Hn(ι) : ⊕j∈JnHi(D

n, Sn−1)→ Hi(X
n, Xn−1). As the homologies Hi(D

n, Sn−1) were determined
in Theorem 5.1.2 this reduces the computation of the relative homologies Hk(X

n, Xn−1) to the
question how many n-cells are attached to Xn−1 to obtain Xn.

Lemma 5.3.1: Let R be a unital ring and (X,∪n≥0X
n) a CW-complex. Then

Hi(X
n, Xn−1) ∼= ⊕j∈JnHi(D

n, Sn−1) =

{
⊕j∈JnR i = n

0 i 6= n.
∀i ∈ N0, n ∈ N.

Proof:
The idea is to consider the punctured n-skeleta Ẋn = Xn \ {ιj(0) : j ∈ Jn} and to prove
that Hi(X

n, Ẋn) ∼= Hi(X
n, Xn−1) by constructing a homotopy equivalence. From the excision

axiom, we obtain Hi(X
n, Xn−1) ∼= Hi(X

n \ Xn−1, Ẋn \ Xn−1). We then use the fact that

Xn \Xn−1 ' qj∈Jnιj(
◦
Dn) and Ẋn \Xn−1 ' qj∈Jnιj(

◦
Dn \{0}) to show that the latter are given

by Hi(X
n \Xn−1, Ẋn \Xn−1) ∼= ⊕j∈JnHi(D

n, Sn−1).

1. Recall that Sn−1 is a deformation retract of the punctured disc Ḋn = Dn \{0}. The inclusion
Ḋn → Sn−1 induces a homotopy equivalence ιj(S

n−1)→ ιj(Ḋ
n) for all j ∈ Jn and a homotopy
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equivalence Xn−1 → Ẋn. This shows that Hi(Ẋ
n) ∼= Hi(X

n−1) for all i ∈ N0. By applying the
5-Lemma to the long exact homology sequences for the pairs (Xn, Xn−1) and (Xn, Ẋn)

Hi(X
n−1)

∼=
��

Hi(ι
′
n) // Hi(X

n)

id
��

Hi(π
′
n) // Hi(X

n, Xn−1)
∂i //

Hi(j
′)
��

Hi−1(Xn−1)
Hi−1(ι′n)//

∼=
��

Hi−1(Xn)

id
��

Hi(Ẋ
n)

Hi(ι̃
′
n)
// Hi(X

n)
Hi(π̃

′
n)
// Hi(X

n, Ẋn)
∂̃i

// Hi−1(Ẋn)
Hi−1(ι̃′n)

// Hi−1(Xn)

,

we obtain Hi(X
n, Xn−1) ∼= Hi(X

n, Ẋn).

2. The excision axiom implies Hi(X
n, Ẋn) ∼= Hi(X

n \ Xn−1, Ẋn \ Xn−1) for all i ∈ N0. As

Xn\Xn−1 = qj∈Jnιj(
◦
Dn), Ẋn\Xn−1 = qj∈Jnιj(

◦
Dn\{0}) and ιj| ◦Dn :

◦
Dn → Xn are embeddings,

we obtain a homotopy equivalence (Xn \Xn−1, Ẋn \Xn−1)→ (qj∈JnDn,qj∈JnḊn) and hence
Hi(X

n, Xn−1) ∼= Hi(qj∈JnDn,qj∈JnḊn).

3. We abbreviate Y n := qj∈JnDn, Ẏ n := qj∈JnḊn and Y n−1 := qj∈JnSn−1. To show that
Hi(Y

n, Ẏ n) ∼= Hi(Y
n, Y n−1), note that by the universal property of topological sums the inclu-

sion Sn−1 → Ḋn induces a homotopy equivalence Y n−1 → Ẏ n. This implies Hi(Y
n−1) ∼= Hi(Ẏ

n).
To pass to the relative homologies, we consider the long exact homology sequences for the pairs
(Y n, Y n−1) and (Y n, Ẏ n). This yields a commutative diagram with exact rows

Hi(Y
n−1)

∼=
��

Hi(ιn) // Hi(Y
n)

id
��

Hi(πn) // Hi(Y
n, Y n−1)

∂i //

Hi(jn)
��

Hi−1(Y n−1)
Hi−1(ιn)//

∼=
��

Hi−1(Y n)

id
��

Hi(Ẏ
n)

Hi(ι̃n)
// Hi(Y

n)
Hi(π̃n)

// Hi(Y
n, Ẏ n)

∂̃i

// Hi−1(Ẏ n)
Hi−1(ι̃n)

// Hi−1(Y n)

,

where ιn : (Y n−1, ∅) → (Y n, ∅), πn : (Y n, ∅) → (Y n, Y n−1), ι̃n : (Ẏ n, ∅) → (Y n, ∅),
π̃n : (Y n, ∅) → (Y n, Ẏ n) the canonical morphisms for the pairs (Y n, Y n−1), (Y, Ẏ n) and
jn : (Y n, Y n−1) → (Y n, Ẏ n) the inclusion morphisms in Top(2). The 5-Lemma then implies
that Hi(jn) : Hi(Y

n, Y n−1) → Hi(Y
n, Ẏ n) is an isomorphism, and with the additivity axiom

we obtain Hi(X
n, Xn−1) ∼= Hi(Y

n, Y n−1) ∼= Hi(Y
n, Ẏ n) ∼= ⊕j∈JnHi(D

n, Sn−1). With Theorem
5.1.2 it follows that Hn(Xn, Xn−1) ∼= ⊕j∈JnR and Hi(X

n, Xn−1) = 0 for i 6= n. 2

To compute the homologies of CW-complexes, we will now organise the relative homologies
Hn(Xn, Xn−1) into a chain complex, the cellular complex. This is motivated by the fact that
the relative homologies Hk(X

n, Xn−1) are trivial for k 6= n and hence all information is con-
tained in the relative homologies Hn(Xn, Xn−1). To define a boundary operator between these

homologies, consider the connection homomorphisms ∂
(n)
n : Hn(Xn, Xn−1)→ Hn−1(Xn−1) and

the module morphisms on the homologies induced by the morphisms πn : (Xn, ∅)→ (Xn, Xn−1),
ιn : (Xn−1, ∅)→ (Xn, ∅) in Top(2). By composing them appropriately, we obtain natural module
morphisms Hn(Xn, Xn−1)→ Hn−1(Xn−1, Xn−2) which organise the homologies Hn(Xn, Xn−1)
into a chain complex.

Lemma 5.3.2: Let R be a unital ring and (X,∪n≥0X
n) a CW-complex. Then the R-modules

and R-module morphisms

Cn(X) = Hn(Xn, Xn−1) dn = Hn−1(πn−1) ◦ ∂(n)
n : Cn(X)→ Cn−1(X),

form a chain complex, the cellular complex C•(X).
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Proof:
By combining the long exact sequences of homologies for all pairs (Xn, Xn−1), we obtain the
commutative diagram with exact rows

. . .
dn+2

&&

∂
(n+2)
n+2// Hn+1(Xn+1)

Hn+1(ιn+2) //

Hn+1(πn+1)
��

. . .

. . .
Hn+1(πn+1)// Hn+1(Xn+1, Xn)

dn+1

))
∂

(n+1)
n+1

��

∂
(n+1)
n+1 // Hn(Xn)

Hn(πn)
��

Hn(ιn+1) // Hn(Xn+1)
Hn(πn+1) // . . .

. . .
Hn(ιn) // Hn(Xn)

Hn(πn) // Hn(Xn, Xn−1)

∂
(n)
n
��

dn

))

∂
(n)
n // Hn−1(Xn−1)

Hn−1(πn−1)
��

Hn−1(ιn) // . . .

. . .
∂

(n−1)
n // Hn−1(Xn−2)

Hn−1(ιn−1)// Hn−1(Xn−1)
Hn−1(πn−1)// Hn−1(Xn−1, Xn−2)

∂
(n−1)
n−1

��

dn−1

''

∂
(n−1)
n−1 // . . .

. . .
Hn−2(ιn−2)

// Hn−2(Xn−2)
Hn−2(πn−2)

// . . .

As all rows in the diagram are exact, we have ∂
(n−1)
n−1 ◦Hn−1(πn−1) = 0 and

dn−1 ◦ dn = Hn−2(πn−1) ◦ ∂(n−1)
n−1 ◦Hn−1(πn−1) ◦ ∂(n)

n = 0 ∀n ∈ N.

2

The aim is now to relate the homologies of the cellular complex C•(X) to the homologies of
the underlying topological space X. This requires a computation of the relative homologies
Hn(X,Xk) and the homologies Hn(Xk) for the k-skeleta of the CW-complex. As both, n-
simplexes and n-cells are n-dimensional structures, it is natural to expect that the information
about n-simplexes in X is mostly contained in the n-skeleton Xn. This leads one to expect
that the homologies Hn(Xk) should be trivial for k < n, since Xk does not contain any n-
cells. Similarly, the relative homologies Hn(X,Xk) should vanish for k ≥ n, since Sn(X,Xk) =
Sn(X)/Sn(Xk) and all relevant information about n-simplexes is already contained in Xk. By
the same line of reasoning, one expects Hn(X) = Hn(Xk) and Hn(X,Xq) = Hn(Xk, Xq) for
k > n, since the k-cells with k > n should not contain any additional information about
n-simplexes in X. This is made precise in the following lemma.

Lemma 5.3.3: Let R be a unital ring and (X,∪n≥0X
n) a CW-complex. Then:

1. Hn(Xp, Xq) = 0 for all n, p, q ∈ N0 with p ≥ q ≥ n or q ≤ p < n,

2. Hn(Xp) = 0 for all n > p,

3. Hn(X,Xq) = 0 for all q ≥ n,

4. For r > n the inclusion i : Xr → X induces an isomorphism Hn(i) : Hn(Xr)
∼−→ Hn(X),

5. For r > n and r ≥ q the morphism ι : (Xr, Xq) → (X,Xq) in Top(2) induces an
isomorphism Hn(ι) : Hn(Xr, Xq)

∼−→ Hn(X,Xq).
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Proof:
1. Induction over p− q: For p− q = 0 it is obvious. Now assume it holds for p− q ≤ k. Then for
p− q = k+ 1, the morphisms ι : (Xq+1, Xq)→ (Xp, Xq), π : (Xp, Xq)→ (Xp, Xq+1) in Top(2)
induce a short exact sequence of chain complexes

0→ S•(X
q+1, Xq)

S
(2)
• (ι)−−−→ S•(X

p, Xq)
S

(2)
• (π)−−−−→ S•(X

p, Xq+1)→ 0

and an associated long exact sequence of homologies

. . .→ 0
5.3.1
= Hn(Xq+1, Xq)

Hn(ι)−−−→ Hn(Xp, Xq)
Hn(π)−−−→ Hn(Xp, Xq+1)

p-q=k
= 0→ . . . .

From the latter, we conclude that Hn(Xp, Xq+1) = ker(Hn(π)) = Im (Hn(ι)) = 0.

2. This follows from the exact sequence 0 = Hn(X0)
Hn(ι)−−−→ Hn(Xp)

Hn(π)−−−→ Hn(Xp, X0) = 0.

3. As the characteristic maps ιj : Dn → X, j ∈ Jn, of the n-cells are embeddings when restricted

to
◦
Dn and every point in X is contained in an image ιj(

◦
Dn) the sets ιj

◦
Dn form an open covering

of X and hence of the image σ(∆n) for every n-simplex σ : ∆n → X. As Σ(∆n) is compact,
there is a finite sub-covering and hence σ(∆n) intersects only the interiors of finitely many cells
in X. It follows that there is a k = k(σ) ∈ N0 with σ(∆n) ⊂ Xk. As elements of Sn(X) are finite
linear combinations of n-simplexes, it follows that every element of Sn(X,Xq) is contained in
Sn(Xp, Xq) for some p ≥ q ≥ n. It follows that every element of Hn(X,Xq) is contained in
Hn(Xp, Xq) for or some p ≥ q ≥ n, and since by 1. Hn(Xp, Xq) = 0 for all p ≥ q ≥ n, we have
Hn(X,Xq) = 0.

4. This follows from 3. and the long exact sequence for the pair (X,Xr)

. . .→ 0
3.
= Hn+1(X,Xr)

∂n+1−−−→ Hn(Xr)
Hn(ι)−−−→ Hn(X)

Hn(π)−−−→ Hn(X,Xr)
3.
= 0→ . . .

5. The morphisms ι : (Xr, Xq) → (X,Xq), π : (X,Xq) → (X,Xr) in Top(2) induce a short
exact sequence of chain complexes

0→ S•(X
r, Xq)

S
(2)
• (ι)−−−→ S•(X,X

q)
S

(2)
• (π)−−−−→ Sn(X,Xr)→ 0,

and an associated long exact sequence of homologies

. . .→ 0
3.
= Hn+1(X,Xr)

∂n+1−−−→ Hn(Xr, Xq)
Hn(ι)−−−→ Hn(X,Xq)

Hn(π)−−−→ Hn(X,Xr)
3.
= 0→ . . . ,

which implies that Hn(ι) : Hn(Xr, Xq)→ Hn(X,Xq) is an isomorphism. 2

With this lemma, it is simple to show that the homologies of the cellular complex agree with the
homologies of the underlying topological space X. This implies in particular that the homologies
of the cellular complex cannot depend on the choice of the CW-structure on X.

Theorem 5.3.4: Let R be a unital ring and (X,∪n≥0X
n) a CW-complex. Then the homolo-

gies of X and the homologies of C•(X) agree: Hn(C•(X)) ∼= Hn(X) for all ∀n ∈ N0.
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Proof:
Consider the following commutative diagram with exact rows and columns

Hn+1(Xn+1, Xn)

∂
(n+1)
n+1

��

dn+1

))

Hn−1(Xn−2)
5.3.3,2.

= 0

Hn−1(ιn−1)

��
0

5.3.3,2.
= Hn(Xn−1)

Hn(ιn) // Hn(Xn)
Hn(πn) //

Hn(ιn+1)

��

Hn(Xn, Xn−1)
∂

(n)
n //

dn

))

Hn−1(Xn−1)

Hn−1(πn−1)

��
Hn(Xn+1)

Hn(πn+1)
��

Hn−1(Xn−1, Xn−2)

Hn(Xn+1, Xn)
5.3.3,1.

= 0.

Then Hn(πn−1) and Hn(πn) are injective and Hn(ιn+1) is surjective. Together with the exactness

of the first column this implies Hn(Xn+1) ∼= Hn(Xn)/ ker(ιn+1) ∼= Hn(Xn)/Im (∂
(n+1)
n+1 ), and the

exactness of the row yields ker(∂
(n)
n ) ∼= Im (Hn(πn)). By combining these results, we obtain

Hn(C•(X)) =
ker(dn)

Im (dn+1)
∼=

ker(∂
(n)
n )

Im (dn+1)
∼=

Im (Hn(πn))

Im (dn+1)
∼=

Hn(Xn)

Im (∂
(n+1)
n+1 )

∼= Hn(Xn+1)
5.3.3,4.∼= Hn(X).

2

Corollary 5.3.5:

1. If (X,∪n≥0X
n) is a CW-complex without n-cells, then Hn(X) = 0.

2. In particular, if (X,∪n≥0X
n) is a CW-complex of cellular dimension k, then Hn(X) = 0

for all k > n.

This theorem gives a simple way to compute the homologies of a topological space X that has
the structure of a CW-complex. The first step is to determine the associated cellular complex
C•(X). From Theorem 5.3.1 we know that each R-module Cn(X) = Hn(Xn, Xn−1) is of the
form Cn(X) = R⊕|Jn|, where |Jn| is the number of n-cells attached to Xn−1 to form Xn. In
many cases, in particular for CW-complexes that have k-cells only in few dimensions, this
information is sufficient to determine the homologies. In other cases, one has to explicitly
compute the boundary operators dn : Cn(X) → Cn−1(X), but this task can often be reduced
to computations involving spheres and discs. This is illustrated by the following examples.

Example 5.3.6: Consider for n ≥ 1 the n-sphere with the CW-complex structure from
Example 1.3.11, 3.

X0 = X1 = . . . = Xn−1 = {1}, Xn = Sn,

where Xn is obtained from Xn−1 by attaching an n-cell with the attaching map f : Sn−1 → {1}.
By definition of the cellular complex and Lemma 5.3.1 we have Ck(S

n) = Hk(X
k, Xk−1) = {0}

for k 6= n, 0, C0(Sn) = H0(X0) ∼= R and Cn(Sn) = Hn(Sn, {1}) ∼= Hn(Dn, Sn−1) ∼= R. The
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cellular complex and the homologies are given by

0
dn+1−−−→ Hn(Sn, {1}) ∼= R

dn−→ 0→ 0 . . .→ 0
d1−→ H0({1}) ∼= R→ 0,

Hj(S
n) ∼= Hj(C•(S

n)) ∼=

{
R j ∈ {0, n}
0 j 6= {0, n}

.

Example 5.3.7: Consider complex projective space CPn with the CW-complex structure
from Example 1.3.11, 6.

X0 = X1 = {1}, X2 = X3 = CP1, . . . , X2n−2 = X2n−1 = CPn−1, X2n = CPn,

where X2k is obtained from X2k−1 by attaching a 2k-cell with the map fk : S2k−1 → CPk−1,
[(x1, ..., x2k) 7→ (x1 + ix2, ..., x2k−1 + ix2k)]. This implies C2k(CPn) = H2k(X

2k, X2k−1) ∼=
H2k(D

2k, S2k−1) ∼= R and Ck(CPn) ∼= Hk(X
k, Xk−1) = 0 for k > 2n or 0 < k < 2n, k

odd. The cellular complex and the homologies are given by

0
d2n+1−−−→ C2n(CPn) ∼= R

d2n−−→ 0
d2n−1−−−→ C2n−2(CPn) ∼= R

d2n−2−−−→ 0→ . . .→ 0
d1−→ C0(CPn) ∼= R→ 0,

Hj(CP n) ∼= Hj(C•(CPn)) =
ker(dj)

Im (dj+1)
=

{
R j ∈ {0, 2, 4, . . . , 2n}
0 else.

Example 5.3.8: We compute the homologies of RPn ∼= Sn/ ∼ for R = Z. For this, equip
RPn with the the CW-complex structure from Example 1.3.11, 5.

X0 = {1}, X1 = RP1, X2 = RP2, . . . , Xn = RPn,

where Xk is obtained by attaching a k-cell to Xk−1 with the canonical surjection fk−1 : Sk−1 →
RPk−1. Then we have Ck(RPn) = Hk(X

k, Xk−1) ∼= Hk(D
k, Sk−1) ∼= Z for all 0 ≤ k ≤ n and

Ck(RPn) = 0 for k > n. The cellular complex takes the form

0→ Cn(RPn) ∼= Z dn−→ Cn−1(RPn) ∼= Z dn−1−−−→ . . .
d2−→ C1(RPn) ∼= Z d1−→ C0(RPn) ∼= Z→ 0.

To compute the homologies, we determine the boundary operators dn : Z→ Z, which are given
by multiplication with an integer. For this, note that the quotient RPk/RPk−1 is homeomorphic
to Sk and the quotient Sk/Sk−1 is homeomorphic to Sk∨Sk. We obtain a commutative diagram

Sk

fk+fk◦a

''
fk
��

Pk // Sk ∨ Sk

id∨a
��

RP k

π′k

// Sk ∼= RPk/RPk−1,

where Sk± = {x ∈ Sk−1 : ±xk > 0} are the upper- and lower half-sphere, Pk : Sk → Sk ∨ Sk is
the pinch map and a : Sk → Sk the antipodal map. By Lemma 5.2.3, π′k ◦ fk = id + a satisfies
Hj(π

′
k ◦ fk) = Hj(id) + Hj(a) for all j ∈ N. Inserting these identities into the definition of the
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cellular complex yields the commuting diagram

Hk(RPk,RPk−1)
∼= Hk(S

k) ∼= Z
∂

(k)
k

��

Hk(S
k, Sk−1)

∼= Hk(S
k ∨ Sk) ∼= Z⊕ Z

(id,a)oo

∂′
(k)
k

(id,a)

��
Hk−1(RPk−1)

Hk−1(π′k−1)
��

Hk−1(Sk−1) ∼= Z
Hk−1(fk−1)oo

Hk−1(Pk−1)
��

id
jj

deg(id+a)

tt
Hk−1(RPk−1,RPk−2)
∼= Hk−1(Sk−1) ∼= Z

Hk−1(Sk−1, Sk−2)
∼= Hk−1(Sk−1 ∨ Sk−1) ∼= Z⊕ Z .

(id,a)
oo

This shows that the boundary operator dk : Z → Z acts by multiplication with the degree
deg(π′k−1 ◦ fk−1) = deg(id + a) = 1 + deg(a) = 1 + (−1)k. The cellular complex is given by

...→ 0
dn+1−−−→ Z ·2−→∼= Z ·0−→ Z ·2−→ . . .

·2−→ Z ·0−→ Z→ 0 n even

...→ 0
dn+1−−−→ Z ·0−→ Z ·2−→ Z ·0−→ . . .

·2−→ Z ·0−→ Z→ 0 n odd

and the homologies by

Hk(RP n) ∼= Hk(C•(RPn)) =
ker dk

Im (dk+1)
=


Z/2Z k odd, 0 < k < n

Z k = n odd or k = 0

0 else.

These examples show that cellular homology is a very efficient way of computing the homologies
of CW-complexes. Moreover, it allows one to compute two important topological invariants,
namely the Betti numbers and the Euler-Poincaré characteristic. For this, one restricts attention
to finite CW-complexes and to fields R = F. In this case, the R-modules Cn(X) are finite-
dimensional vector spaces over F and the boundary operators dn : Cn(X)→ Cn−1(X) F-linear
maps. This implies that the homologies Hn(C•(X)) = Hn(X) = ker(dn)/Im (dn+1) can be be
characterised by their dimensions5.

Definition 5.3.9: Let R = F be a field and (X,∪nk=0X
k) a finite CW-complex. Then

• bk(X) = dimF Hk(X) ∈ N0 is called the kth Betti-number of X.

• χ(X) = Σn
i=0(−1)i dimFCi(X) ∈ Z is called the Euler number or Euler-Poincaré

characteristic of X.

It is clear that the Betti numbers are topological invariants, i. e. constant on the homeomorphism
classes of topological spaces, and do not depend choice of the CW-structure, since this holds
already for the homologies. For the Euler-Poincaré characteristic the latter is not immediately
apparent, but it follows from the fact that it can be computed from the Betti numbers.

5Note that this does not make sense for modules over a general (commutative unital) ring R since modules
over R do not need to be free and in that case there is no sensible notion of dimension.
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Lemma 5.3.10: Let R = F be a field and (X,∪nk=0X
k) a finite CW-complex. Then the

Euler-Poincaré characteristic is given in terms of the Betti numbers by

χ(X) = Σn
i=0(−1)ibi(X).

Proof:
As X = ∪nk=0X

k is finite, the cellular complex takes the form

C•(X) = 0→ Cn(X)
dn−→ Cn−1(X)

dn−1−−−→ . . .
d2−→ C1(X)

d1−→ C0(X)→ 0

where Ck(X) = Hk(X
k, Xk−1) is a finite-dimensional vector space over F. This implies

χ(X) =Σn
i=0(−1)i dimFCi(X) = Σn

i=0(−1)i(dimF ker(di) + dimF Im (di))

=Σn
i=0(−1)i dimF ker(di)− Σn

i=0(−1)iIm (di+1) = Σn
i=0(−1)i dimF(ker(di)/Im (di+1))

=Σn
i=0(−1)i dimFHi(C•(X)) = Σn

i=0(−1)i dimFHi(X) = Σn
i=0(−1)ibi(X)

2

Example 5.3.11:

1. For X = Sn, n ≥ 1, with the CW-complex structure from Example 1.3.11, 3., the Betti
numbers over F are given by b0(Sn) = 1, bn(Sn) = 1 and bj(S

n) = 0 for all j 6= 0, n. The
Euler-Poincaré characteristic is given by

χ(Sn) =

{
2 n even

0 n odd.

2. For X = CPn with the CW-complex structure from Example 1.3.11, 6., we obtain from
Example 5.3.11:

bj(CPn) =

{
1 j ∈ {0, 2, 4, ..., 2n}
0 else,

and the Euler-Poincaré characteristic is given by χ(CPn) = n+ 1.

3. For X = RPn with the CW-complex structure from Example 1.3.11, 5., we have Ck(X) =
Hk(X

k, Xk−1) ∼= F for all k ∈ {0, ..., n}. This implies

χ(RP n) =

{
1 n even

0 n odd.

The Betti numbers bk(RPn) depend on the choice of the field F.

4. If (X, {σi}i∈I) is a finite ∆-complex and X hausdorff, then X has the structure of a CW-
complex, where the k-simplexes in X are the characteristic maps of the k-cells and the
skeleta agree. Denoting by Ik ⊂ I the index-set for the k-simplexes σi : ∆k → X, we
obtain dimFCk(X) = |Ik| and χ(X) = Σn

j=0(−1)j|Ij|. If (X, {σi}i∈I) consists only of 2-,
1- and 0-simplexes, this reduces to Euler’s polyhedron formula

χ(X) = V (X)− E(X) + F (X),

where V (X), E(X) and F (X) are, respectively, the number of vertices (0-simplexes),
edges (1-simplexes) and faces (2-simplexes) in X.
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5.4 Homology with coefficients

In this section, we will clarify how the homologies of a topological space X depend on the
choice of the underlying ring R. On the one hand, most aspects of homology theories can
be formulated quite generally, for modules over unital rings. On the other hand, the concrete
results obtained when computing the homologies of a topological space X depend on the choice
of the ring - see for instance the homologies of RP2 in Example 4.1.13. This raises the question
if the homologies with respect to some rings contain more information about the topological
spaces than the homologies with respect to others, and if there is a unital ring for which the
homologies contain a maximum amount of information.

It seems plausible that if this is the case, this distinguished unital ring should be the ring Z,
since Z is an initial object in URing. As every unital ring R is an abelian group, i. e. a Z-module,
it should be possible to relate the homologies of a topological space with respect to the ring R
to its homologies with coefficients in Z. More precisely, we will show that the homologies of a
topological space with respect to a ring R can be expressed as a function of its homologies in Z
and certain purely algebraic data that depends only on R but not on the underlying topological
space.

The central idea is to interpret the free R-modules Sn(X)R ∼= ⊕i∈IR of singular n-chains with
values in a ring R ∼= R⊗ZZ as a tensor product Sn(X)R ∼= ⊕i∈I(R⊗ZZ) ∼= R⊗Z (⊕i∈IZ) and to
investigate how tensoring with R affects the n-cycles, n-boundaries and homologies. To address
this question, we do not restrict attention to unital rings but consider more general structures,
namely singular n-chains, n-cycles and n-boundaries with values in an R-module M .

Definition 5.4.1: Let R be a commutative unital ring, M a module over R and X a topo-
logical space. Denote by C(∆n, X) the set of singular n-simplexes σ : ∆n → X. The R-module
of singular n-chains with coefficients in M is the R-module Sn(X;M) = ⊕C(∆n,X)M .
Boundary operators ∂n : Sn(X;M) → Sn−1(X;M), the submodules Zn(X;M) = ker(∂n),
Bn(X;M) = Im (∂n+1) and the homologies Hn(X;M) = Zn(X;M)/Bn(X,M) are defined as
for singular homology with coefficients in R. Analogously, one defines relative and simplicial
n-chains, n-cycles, n-boundaries and homologies with coefficients in M .

Remark 5.4.2: As tensor products of modules are compatible with direct sums, we can
interpret the module of singular n-chains with coefficients in M as a tensor product

Sn(X;M) = ⊕C(∆n,X)M ∼= ⊕C(∆n,X)(M⊗RR) ∼= M⊗R(⊕C(∆n,X)R) = M⊗RSn(X).

The singular chain complex with coefficients in M is therefore given by

Sn(X;M) = . . .
idM⊗∂n+1−−−−−−→M⊗RSn(X)

idM⊗∂n−−−−→ . . .
idM⊗∂2−−−−→M⊗RS1(X)

idM⊗∂1−−−−→M⊗RS0(X)→ 0

with Zn(X;M) = ker(idM⊗∂n) ∼= M⊗RZn(X), Bn(X;M) ∼= Im (idM⊗∂n+1) ∼= M⊗RBn(X).
It follows that the homologies with coefficients in M take the form

Hn(X;M) ∼=
M⊗RZn(X)

M⊗RBn(X)
.

Remark 5.4.2 expresses the homologies Hn(X;M) with coefficients in M in terms of n-
cycles and n-boundaries with values in R. To express them in terms of the homologies
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Hn(X) = Zn(X)/Bn(X), we need to relate quotients of modules of the form (M⊗RU)/(M⊗RV )
to quotients U/V , which is a purely algebraic problem. To address it, it is advantageous to work
with exact sequences instead of quotients. We consider the short exact sequence

0→ Bn(X)
in−→ Zn(X)

πn−→ Hn(X)→ 0,

where in : Bn(X)→ Zn(X) is the canonical inclusion and πn : Zn(X)→ Hn(X) the canonical
surjection. By tensoring this sequence with an R-module M , we obtain a sequence

0→M⊗RBn(X)
idM⊗in−−−−→M⊗RZn(X)

idM⊗πn−−−−→M⊗RHn(X)→ 0.

If this sequence was exact, we would obtain

M⊗RHn(X) ∼=
M⊗RZn(X)

M⊗RBn(X)
∼= Hn(X;M)

However, it is in general not true that for an exact sequence 0→ X
ι−→ Y

π−→ Z → 0 the sequence

0 → M⊗RX
idM⊗ι−−−→ M⊗RY

idM⊗π−−−−→ M⊗RZ → 0 is exact, since idM⊗ι : M⊗RX → M⊗RY
need not be injective. A counterexample is the short exact sequence 0→ Z ι−→ Z π−→ Z/2Z→ 0
with the injective map ι : Z→ Z, z 7→ 2z, for which the map idZ/2Z⊗ι : Z/2Z⊗ZZ→ Z/2Z⊗ZZ
is trivial since z⊗2z′ = 2z⊗z′ = 0⊗z′ = 0 for all z, z′ ∈ Z. We therefore need to investigate how
the functor M⊗R− : R-Mod→ R-Mod interacts with short exact sequences. This can be done
more generally for right modules over a unital ring R and functors M⊗R− : R-Mod→ Ab.

Lemma 5.4.3: Let R be a unital ring and A an R-right module. Then the functor
A⊗R − : R-Mod→ Ab from Lemma 2.2.26 is

• additive: idA⊗(f + f ′) = idA⊗f + idA⊗f ′ for all module morphisms f, f ′ : B → C,

• right exact: for all exact sequences B
f−→ C

π−→ D → 0 in R-Mod the sequence

A⊗RB
idA⊗f−−−→ A⊗RC

idA⊗π−−−→ A⊗RD → 0 is exact.

If R is commutative, this yields an additive right exact functor A⊗R− : R-Mod→ R-Mod.

Proof:
That A⊗R− : R-Mod→ Ab is additive follows directly from its the definition in Lemma 2.2.26.
To see that it is right exact, consider R-linear maps π : C → D and f : B → C with ker(π) =
Im (f) and π surjective. The latter implies that the group homomorphism idA⊗π : A⊗RC →
A⊗RD, a⊗c 7→ a⊗π(c) is surjective as well and the former implies Im (idA⊗f) ⊂ ker(idA⊗π).

We show that Im (idA⊗f) ⊃ ker(idA⊗π). For this, we consider the canonical surjection p :
A⊗RC → A⊗RC/Im (idA⊗f) and construct an R-linear map q′ : A⊗RD → A⊗RC/Im (idA⊗f)
with q′ ◦ (idA⊗π) = p. The last equation then implies Im (idA⊗f) = ker(p) ⊃ ker(idA⊗π).

As π is surjective, we can choose for every element d ∈ D an element i(d) ∈ π−1(d) and obtain
a map i : C → D with π ◦ i = idD. The map q : A×D → A⊗RC/Im (id⊗f), (a, d) 7→ p(a⊗i(d))
satisfies

q(a+ a′, d) = p((a+ a′)⊗i(d)) = p(a⊗i(d) + a′⊗i(d)) = p(a⊗i(d)) + p(a′⊗i(d))

= q(a, d) + q(a′, d)

q(a, d+ d′) = p(a⊗i(d+ d′)) = p(a⊗(i(d) + i(d′))) + p(a⊗(i(d+ d′)− i(d)− i(d′)))
= q(a, d) + q(a, d′) + p(a⊗(i(d+ d′)− i(d)− i(d′)))

q(a� r, d) = p((a� r)⊗i(d)) = p(a⊗(r � i(d))) = p(a⊗i(r � d)) + p(a⊗(r � i(d)− i(r � d)))

= q(a, r � d) + p(a⊗(r � i(d)− i(r � d))).
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The identity π ◦ i = idD implies

π(i(d+ d′)− i(d)− i(d′)) = π ◦ i(d+ d′)− π ◦ i(d)− π ◦ i(d′) = d+ d′ − d− d′ = 0

π(r � i(d)− i(r � d)) = r � π ◦ i(d) = π ◦ i(r � d) = r � d− r � d = 0,

⇒ i(d+ d′)− i(d)− i(d′), r � i(d)− i(r � d) ∈ ker(π) = Im (f)

⇒ a⊗(i(d+ d′)− i(d)− i(d′)), a⊗(r � i(d)− i(r � d)) ∈ Im (idA⊗f) = ker(p)

for all a ∈ A, d, d′ ∈ D and r ∈ R. This shows that the map q is R-bilinear, and by the universal
property of the tensor product, it induces a unique group homomorphism

q′ : A⊗RD → A⊗RC/Im (id⊗f), a⊗d 7→ q(a, d) = p(a⊗i(d)).

This group homomorphism satisfies

q′ ◦ (idA⊗π)(a⊗c) = p(a⊗i(π(c))) = p(a⊗c) + p(a⊗(i(π(c))− c)) = p(a⊗c) ∀a ∈ A, c ∈ C,

since we have π(i(π(c))− c) = π ◦ i ◦ π(c)− π(c) = π(c)− π(c) = 0 for all c ∈ C, which implies
i ◦ π(c)− c ∈ ker(π) = Im (f) and a⊗(π ◦ i(c)− c) ∈ Im (idA⊗f) = ker(p) for all a ∈ A, c ∈ C.

2

Remark 5.4.4:

1. A right exact functor can be viewed as a functor that preserves cokernels. The
condition in Lemma 5.4.3 is equivalent to the claim that Z ∼= Y/Im (ι) implies
M⊗RZ ∼= M⊗RY/Im (idM⊗ι).

2. As shown above, the functor M⊗R− : R-Mod→ Ab is in general not left exact, i. e. for

an exact sequence 0 → X
ι−→ Y

π−→ Z, the sequence 0 → M⊗RX
idM⊗ι−−−→ M⊗RY

idM⊗π−−−−→
M⊗RZ does not need to be exact. In other words, M⊗R− does not preserve kernels.

To characterise the non-left exactness of the functor M⊗R− : R-Mod→ Ab more precisely, we
consider exact sequences of R-modules and R-module morphisms which are of a particularly
simple form and contain sufficient information about the exactness properties of F . As tensor
products are compatible with direct sums and tensor products of free modules are free, it is
advantageous to work with free modules. For a (not necessarily free) module M , we choose an
exact sequencewith M as the last entry from the right in which all modules except M are free.

Definition 5.4.5: Let M be a module over a unital ring R. A free resolution of M is an

exact sequence M• = . . .
di+1−−→ Mi

di−→ Mi−1
di−1−−→ . . .

d1−→ M0
d0−→ M → 0, in which all modules

Mi for i ≥ 0 are free.

Lemma 5.4.6: Let R be a unital ring. Then every R-module M has a free resolution. If R is

a principal ideal ring, then M has a free resolution of the form 0→M1
d1−→M0

d0−→M → 0.

Proof:
Choose M0 = 〈M〉R and for d0 : M0 →M the canonical surjection d0 = π : M0 →M , m 7→ m.
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Then define inductively for i ≥ 0 Mi+1 = 〈ker(di)〉R and di+1 = ιi ◦ πi : Mi+1 → Mi, m 7→ m,
where ιi : ker(di) → Mi is the canonical inclusion and πi : Mi+1 → ker(di) the canonical
surjection. Then Mi+1 is free by definition and since πi is surjective, ker(di) = Im (di+1) for all
i ≥ −1. If R is a principal ideal ring, then ker(d0) ⊂ 〈M〉R is already free as a submodule of a
free module, and one can choose M1 = ker(f0), d1 = ι1 : M1 →M0, m 7→ m. 2

Generally, the minimal length of free resolution of an R-module M tells one how far the module
M is from a free module or, more precisely, and how many free modules one needs to express
M as an iterated quotient of free modules. A module M is free if and only if it has a free

resolution of length two, namely 0 → M
id−→ M → 0. Similarly, M has a free resolution

of length three 0 → F1
d1−→ F0

d0−→ M → 0 if and only if it is isomorphic to a quotient
M ∼= F0/F1 of a free module F0 by a free submodule F1. Similarly, M has a free resolution

0 → F2
d2−→ F1

d1−→ F0
d0−→ M → 0 of length four if and only if M ∼= Im (d0) ∼= F0/ ker(d0) ∼=

F0/Im (d1) ∼= F0/(F1/ ker(d1)) ∼= F0/(F1/Im (d2)) ∼= F0/(F1/F2) with free modules F0, F1, F2.
Generally, the existence of a free resolution of given length depends on the ring R as well as on
the chosen module M . This is illustrated by the following examples.

Example 5.4.7:

1. If R = F is a field, any R-module M is free and hence has a free resolution of the form

0→M
idM−−→M → 0.

2. The abelian group Z/nZ with n ∈ N has a free resolution 0→ Z n·−→ Z π−→ Z/nZ→ 0.

3. For R = Z/p2Z with p ∈ N prime, the R-module Z/pZ has an infinite free resolution of

the form . . .
p·−→ Z/p2Z p·−→ Z/p2Z π−→ Z/pZ→ 0. There is no finite free resolution.

It remains to clarify the uniqueness properties of free resolutions. As free resolutions are chain
complexes, one expects that different free resolutions of a module should be related by certain
chain maps. As each chain map f• : M• → N• involves a module morphism f−1 : M → N
it is natural to ask if any module morphism f : M → N can be extended to a chain map
f• : M• → N• with f−1 = f and in how many different ways. The answer to this question is
given by the following lemma.

Lemma 5.4.8: Let R be a unital ring and M,M ′ modules over R with free resolutions

M• = . . .
d1−→ M0

d0−→ M → 0 and M ′
• = . . .M ′

1

d′1−→ M ′
0

d′0−→ M ′ → 0. Then every R-module
homomorphism f : M → M ′ extends to a chain map f• : M• → M ′

•, and any two such
extensions are chain homotopic.

Proof:
1. Existence: We construct the R-module morphisms fn : Mn → M ′

n in f• inductively. Set
f−1 = f . Suppose we have constructed R-module morphisms fi : Mi →M ′

i for −1 ≤ i ≤ n− 1
such that all squares in the following diagram commute

Mn
dn //Mn−1

dn−1 //

fn−1

��

Mn−2
dn−2 //

fn−2

��

. . .
d2 //M1

f1

��

d1 //M0

f0

��

d−1 //M

f

��

// 0

M ′
n

d′n //M ′
n−1

d′n−1 //M ′
n−2

d′n−2 // . . .
d′2 //M ′

1

d′1 //M ′
0 d′−1

//M ′ // 0.
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As Mn is free, there is a subset Bn ⊂ Mn with Mn = 〈Bn〉R. For all b ∈ Bn, one has d′n−1 ◦
fn−1◦dn = fn−2◦dn−1◦dn = 0 since the square involving fn−1 and fn−2 commutes. This implies
fn−1 ◦ dn(b) ∈ ker(d′n−1) = Im (d′n) and hence there is a b′ ∈ M ′

n with d′n(b′) = fn−1 ◦ dn(b).
By assigning to each b ∈ Bn such a b′ ∈ M ′

n and R-linear continuation to Mn, we obtain an
R-module morphism fn : Mn →M ′

n such that the following diagram commutes

Mn

fn
��

dn //Mn−1
dn−1 //

fn−1

��

Mn−2
dn−2 //

fn−2

��

. . .
d2 //M1

f1

��

d1 //M0

f0

��

d−1 //M

f

��

// 0

M ′
n

d′n //M ′
n−1

d′n−1 //M ′
n−2

d′n−2 // . . .
d′2 //M ′

1

d′1 //M ′
0 d′−1

//M ′ // 0.

2. Uniqueness: Suppose there are chain maps f•, f
′
• : M• → M ′

• with f−1 = f ′−1 = f : M →
M ′. We construct a chain homotopy from f• to f ′• by induction. Set h−1 = 0 and suppose we
constructed R-module morphisms hi : Mi → M ′

i+1 with f ′i − fi = d′i+1 ◦ hi + hi−1 ◦ di for all
−1 ≤ i ≤ n− 1. As by induction hypothesis

d′n ◦ (f ′n − fn − hn−1 ◦ dn) = (f ′n−1 − fn−1 − d′n ◦ hn−1) ◦ dn = hn−2 ◦ dn−1 ◦ dn = 0,

we have f ′n − fn − hn−1 ◦ dn ∈ ker(d′n) = Im (d′n+1). Hence for each b ∈ Bn there is a b′ ∈M ′
n+1

with d′n+1(b′) = f ′n(b) − fn(b) − hn−1 ◦ dn(b). By assigning such an element b′ ∈ M ′
n+1 to each

b ∈ Bn and R-linear continuation, we obtain an R-module morphism hn : Mn → M ′
n+1 with

f ′n − fn = d′n+1 ◦ hn + hn−1 ◦ dn. 2

In particular, Lemma 5.4.8 clarifies the question about the uniqueness of a free resolution.
Given a module M over R and two different free resolutions M•, M

′
• of M , we can extend the

identity map idM to a chain map f• : M• → M ′
• and to a chain map f ′• : M ′

• → M•. Then
f ′• ◦ f• : M• → M• and f• ◦ f ′• : M ′

• → M ′
• both extend the identity map and hence are chain

homotopic to, respectively, idM• and idM ′• . This means that M• and M ′
• are chain homotopy

equivalent.

Corollary 5.4.9: LetR be a unital ring andM a module overR. Then any two free resolutions
of M are chain homotopy equivalent.

We now use free resolutions to describe additive, right exact functors F : R-Mod→ S-Mod. We

choose for each R-module X a free resolution X• = ...
d2−→ X1

d1−→ X0
d0−→ X → 0. Applying the

functor F to X• yields a chain complex F (X•) = ...
F (d2)−−−→ F (X1)

F (d1)−−−→ F (X0)
F (d0)−−−→ F (X)→ 0.

As F is right exact, the sequence F (X1)
F (d1)−−−→ F (X0)

F (d0)−−−→ F (X) → 0 is exact. If F is
also left exact, it follows that the entire chain complex F (X•) is exact. Hence the homologies
Hn(F (X•)) measure the failure of F to be left exact. As H−1(F (X•)) = 0 due to the exactness

of F (X1)
F (d1)−−−→ F (X0)

F (d0)−−−→ F (X)→ 0, we can omit the entry F (X) from the chain complex
F (X•) without losing information and consider instead the chain complex

F (X•)≥0 = . . .
F (d3)−−−→ F (X2)

F (d2)−−−→ F (X1)
F (d1)−−−→ F (X0)→ 0
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By assigning to each R-module X the homology Hn(F (X•)≥0) and to a module morphism f :
X → X ′ with an extension f• : X• → X ′• the module morphism Hn(F (f•)≥0) : Hn(F (X•)≥0)→
Hn(F (X ′•)≥0), we obtain a functors from R-Mod to S-Mod.

Lemma 5.4.10: Let R, S be unital rings and F : R-Mod → S-Mod an additive, right
exact functor. Assign to an R-module X with a free resolution X• the S-module LnF (X) :=
Hn(F (X•)≥0) and to an R-module morphism f : X → X ′ between R-modules X,X ′ with
free resolutions X•, X

′
• the S-module morphism LnF (f) := Hn(F (f•)≥0) : Hn(F (X•)≥0) →

Hn(F (X ′•)≥0), where f• : X• → X ′• is a chain map that extends f as in Lemma 5.4.8. Then for
all n ∈ N0, this defines functors LnF : R-Mod→ S-Mod, the left derived functors of F .

Proof:
1. We first show that the assignments depend only on the functor F and are independent
of the choices made in the definition. First, note that each functor F : R-Mod → S-Mod
induces a functor F : ChR-Mod → ChS-Mod obtained by applying F to each R-module and
R-module morphism in a chain complex and a chain map. As F is additive, applying F to
the morphisms hn : Xn → X ′n+1 in a chain homotopy h• : f• ⇒ g• yields a chain homotopy
F (h•) : F (f•)⇒ F (g•). Hence F maps chain homotopic chain maps to chain homotopic chain
maps and homotopy equivalences to homotopy equivalences.

As different free resolutions X•, X
′
• of a module X are chain homotopy equivalent by Corollary

5.4.9, this also holds for the associated chain complexes F (X•)≥0, F (X ′•)≥0, and their homologies
are isomorphic. Hence the homologies Hn(F (X•)) depend only on the module X and not on
the choice of the free resolution X•.

If X,X ′ are R-modules with associated free resolutions X• and X ′•, then any module morphism
f : X → X ′ extends to a chain map f• : X• → X ′• by Lemma 5.4.8. By applying the functor
F , we obtain a chain map F (f•) : F (X•) → F (X ′•) and an associated S-module morphism
Hn(F (f•)) : Hn(F (X•)) → Hn(F (X ′•)). As different extensions of f : X → X ′ are chain
homotopic by Lemma 5.4.8 and the image of a chain homotopy under an additive functor is
a chain homotopy, the S-module morphism Hn(F (f•)) : Hn(F (X•)) → Hn(F (X ′•)) does not
depend on the choice of the extension of f .

2. It remains to show that the assignments are compatible with the identity morphisms and
the composition of morphisms in R-Mod. This follows because since the identity morphism
idX : X → X extends to the trivial chain map and F is a functor, which implies idX• : X• → X•
and F (idX•) = idF (X•). Moreover, for module morphisms f : X → X ′ and g : X ′ → X ′′

with extensions f• : X• → X ′•, g• : X ′• → X ′′• the composite g• ◦ f• : X• → X ′′• extends
g ◦ f : X → X ′′ and F (g• ◦ f•) = F (g•) ◦ F (f•) since F is a functor. 2

We can now investigate the left derived functors of the additive right exact functor M⊗R− :
R-Mod→ Ab for each R-right module M . These functors are known under the name of torsion
functors since for finitely generated modules over a principal ideal ring, they are closely related
to the torsion submodule.

Definition 5.4.11: Let R be a unital ring and M an R-right module. Then the left derived
functors TorRn (M,−) := Ln(M⊗R−) : R-Mod → Ab are called the torsion functors and
Ln(M⊗R−)(N) = TorRn (M,N) is called the torsion product of M and N . If R is commutative
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one obtains functors TorRn (M,−) : R-Mod → R-Mod and for each R-module N an R-module
TorRn (M,N).

Remark 5.4.12:

1. The torsion functors are compatible with direct sums. If (X i
•, d

i
•) is a free reso-

lution of X i for i ∈ I, then (⊕i∈IX i
•,⊕i∈Idi•) is a free resolution of ⊕i∈IX i and

M⊗R(⊕i∈IX i
•)
∼= ⊕i∈IM⊗RX i

•. This implies TorRn (M,⊕i∈IX i) ∼= ⊕i∈ITorRn (M,X i).

2. One can show that for any commutative unital ring R the torsion product is commutative:
TorRn (M,N) ∼= TorRn (N,M) for all R-modules M,N .

Example 5.4.13: Let R be a principal ideal ring and M,N modules over R. Then N has a

finite free resolution N• = 0 → N1
d1−→ N0

d0−→ N → 0, and the sequence 0 → M⊗RN1
idM⊗d1−−−−→

M⊗RN0
idM⊗d0−−−−→M⊗RN → 0 is exact in M⊗RN0 and M⊗RN . By removing the entry M⊗RN

we obtain the sequence (M⊗RF•)≥0 = 0→M⊗RF1
idM⊗d1−−−−→M⊗RF0 → 0, and the torsion is

TorRn (M,N) =Hn((M⊗RF•)≥0) = 0 ∀n ≥ 2,

TorR1 (M,N) =H1((M⊗RF•)≥0) = ker(idM⊗d1),

TorR0 (M,N) =H0((M⊗RF•)≥0) = M⊗RF0/Im (idM⊗d1) = M⊗RF0/ ker(idM⊗d0)
∼=Im (idM⊗d0) ∼= M⊗RN.

We compute TorR1 (M,N) for different modules M,N :

1. If the module N is free, we can set N0 = N , N1 = 0, d0 = idM , d1 = 0. This implies
TorRn (M,N) = 0 for all n 6= 0.

2. If the module M is free then M ∼= ⊕i∈IR for an index set I. This implies
M⊗RN• ∼= ⊕i∈IR⊗RN• ∼= ⊕i∈IN• and we obtain TorRn (M,N) ∼= ⊕i∈ITorRn (R,N) ∼= 0 for
all n 6= 0.

3. If N = R/qR and M = R/pR with p, q ∈ R, then 0 → R
q·−→ R

π−→ R/qR → 0 is a free
resolution of N . We have M⊗RN ∼= R/gcd(p, q)R, and the sequence (M⊗RN•)≥0 is given

by 0→ R/pR⊗RR ∼= R/pR
q·−→ R/pR ∼= R/pR⊗RR→ 0. This yields

TorR1 (M,N) = ker(R/pR
z 7→q·z−−−→ R/pR) ∼= R/gcd(p, q)R ∼= Tor(R/pR)⊗ Tor(R/qR).

4. As every finitely generated R-module N is of the form R/qR⊕Rn with q ∈ R, n ∈ N and
Tor(N) ∼= R/qR, one can show with Remark 5.4.12 that TorR1 (M,N) ∼= Tor(M)⊗Tor(N)
for all finitely generated R-modules M,N . This explains the name torsion.

In the following we will focus on principal ideal rings R. As in that case TorR0 (M,N) ∼= M⊗RN
and TorRn (M,N) ∼= 0 for n ≥ 2, all non-trivial information about the chain complex M⊗RN• is
contained in the torsion products TorR1 (M,N). We will now use the torsion products to relate
the homologies Hn(X;M) of a topological space X with respect to an R-module M to the
homologies Hn(X). For this, we consider the singular chain complex S•(X) and for each n ∈ N
the short exact sequence 0 → Zn(X)

ιn−→ Sn(X)
∂n−→ Bn−1(X) → 0. Tensoring this short exact

sequence with an R-module M yields a sequence 0→M⊗RZn(X)
idm⊗ιn−−−−→M⊗RSn(X)

idM⊗dn−−−−→
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M⊗Bn(X) → 0, which is exact in the last two entries. By interpreting it as a long exact
sequence of chain complexes (each equipped with the boundary operator idM⊗∂n), we obtain
a long exact sequence of homologies that relates the homologies Hn(X;M) to Hn(X).

Theorem 5.4.14: (Universal coefficients)

Let R be a principal ideal ring, M an R-module and X a topological space. Then there is a
natural short exact sequence

0→M⊗RHn(X) −→ Hn(X;M)→ TorR1 (M,Hn−1(X))→ 0.

This sequence splits, but not naturally, and Hn(X;M) ∼= (M⊗RHn(X))⊕TorR1 (M,Hn−1(X)).

Proof:
We show that for every chain complex F• = . . .

d2−→ F1
d1−→ F0 → 0 in R-Mod in which every

R-module Fi is free and for every n ∈ N, there is a natural short exact sequence

0→M⊗RHn(F•)→ Hn(M⊗RF•)→ TorR1 (M,Hn−1(F•))→ 0,

which splits. The claim then follows by choosing Fn = Sn(X).

Consider for n ∈ N the short exact sequence 0 → Zn(F•)
ιn−→ Fn

dn−→ Bn−1(F•) → 0 . As R is a
principal ideal ring, the modules Zn(F•) ⊂ Fn, Bn−1(F•) ⊂ Fn−1 are free as submodules of free
modules. As dn : Fn → Bn−1(F•) is surjective, by Lemma 2.2.15 there is an R-module morphism
ψ : Bn−1(F•)→ Fn which splits the sequence, and Fn ∼= ker(dn)⊕ Im (ψ) ∼= Zn(F•)⊕Bn−1(F•).
Tensoring the short exact sequence with M yields a short exact sequence

0→M⊗RZn(F•)
idM⊗ιn−−−−→ (M⊗RZn(F•))⊕ (M⊗RBn−1(F•))

idM⊗dn−−−−→M⊗RBn−1(F•)→ 0.

By considering the chain complexes

M⊗RZ• = . . .
idM⊗dn+2−−−−−−→

=0
M⊗RZn+1(F•)

idM⊗dn+1−−−−−−→
=0

M⊗RZn(F•)
idM⊗dn−−−−→

=0
M⊗RZn−1(F•)

idM⊗dn−1−−−−−−→
=0

. . .

M⊗RF• = . . .
idM⊗dn+2−−−−−−→M⊗RFn+1

idM⊗dn+1−−−−−−→M⊗RFn
idM⊗dn−−−−→M⊗RFn−1

idM⊗dn−1−−−−−−→ . . .

M⊗RB• = . . .
idM⊗dn+1−−−−−−→

=0
M⊗RBn(F•)

idM⊗dn−−−−→
=0

M⊗RBn−1(F•)
idM⊗dn−1−−−−−−→

=0
M⊗RBn−2(F•)

idM⊗dn−2−−−−−−→
=0

. . .

we can interpret this short exact sequence as a short exact sequence of chain complexes

0 → M⊗RZ•
idM⊗ι•−−−−→ M⊗RF•

idM⊗d•−−−−→ M⊗RB• → 0 and obtain the long exact sequence of
homologies

...
∂n+1−−−→M⊗RZn(F•)

Hn(idM⊗ι•)−−−−−−−→ Hn(M⊗RF•)
Hn(idM⊗dn)−−−−−−−→M⊗RBn−1(F•)

∂n−→M⊗RZn−1(F•)→ ...

By Theorem 2.3.11 the connecting homomorphism ∂n : M⊗RBn−1(F•) → M⊗RZn−1(F•) is
given by ∂n(m⊗f) = m⊗f ′, where f ′ ∈ Zn−1(F•) ⊂ Fn−1 satisfies ιn−1(f ′) = dn(f ′′) for an
f ′′ ∈ Fn with dn(f ′′) = f . This implies ∂n = idM⊗in−1 : M⊗RBn−1(F•) → M⊗RZn−1(F•) is
given by the canonical inclusion in−1 : Bn−1(F•) → Zn−1(F•). We can thus rewrite the long
exact sequence of homologies as

...
idM⊗in−−−−→M⊗RZn(F•)

Hn(idM⊗ι•)−−−−−−−→ Hn(M⊗RF•)
Hn(idM⊗d•)−−−−−−−→M⊗RBn−1(F•)

idM⊗in−1−−−−−−→M⊗RZn−1(F•)→ ...
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Its exactness implies

ker(idM⊗in−1) ∼= Im (Hn(idM⊗dn)) ∼= Hn(M⊗RF•)/ ker(Hn(idM⊗dn))
∼= Hn(M⊗RF•)/Im (Hn(idM⊗ι•)) ∼= Hn(M⊗RF•)/(M⊗RZn(F•)/ ker(Hn(idM⊗ι•)))
∼= Hn(M⊗RF•)/(M⊗RZn(F•)/Im (idM⊗in))),

and hence we have for all n ∈ N a short exact sequence

0→ (M⊗RZn(F•))/Im (idM⊗in)→ Hn(M⊗RF•)→ ker(idM⊗in−1)→ 0.

By applying Example 5.4.13 to 0 → Bn(F•)
in−→ Zn(F•)

πn−→ Hn(F•) → 0, which is a free
resolution of Hn(F•), we obtain

ker(idM⊗in−1) = TorR1 (M,Hn−1(F•))

M⊗RZn(F•)/Im (idM⊗in) = TorR0 (M,Hn(F•)) = M⊗RHn(F•),

and this produces the short exact sequence in the claim. Its naturality follows directly from the
naturality of the sequence

...→M⊗RBn(F•)
idM⊗in−−−−→M⊗RZn(F•)

Hn(idM⊗ι•)−−−−−−−→ Hn(M⊗RF•)
Hn(idM⊗dn)−−−−−−−→M⊗RBn−1(F•)→ ...

To show that this sequence splits, we construct a map φ : ker(idM⊗in−1) → Hn(M⊗RF•)
with Hn(idM⊗d•) ◦ φ = idker(idM⊗in−1). As ker(idM⊗in−1) ⊂ M⊗RBn−1(F•) we use the
non-natural splitting ψ : Bn−1(F•) → Fn constructed in the first step of the proof.
As (idM⊗dn) ◦ (idM⊗ψ)(m⊗f) = m⊗f = (idM⊗ιn−1) ◦ (idM⊗in−1)(m⊗f), we have
ψ(ker(idM⊗in−1)) ⊂ ker(idM⊗dn) and hence ψ induces a map ker(idM⊗in−1) → Hn(M⊗RF•)
with Hn(idM⊗d•) ◦ ψ = idker(idM⊗in−1). The sequence splits, but the splitting is not natural
since ψ : Bn−1(F•)→ Fn is not natural. 2

Remark 5.4.15: The proof of Theorem 5.4.14 only requires that there is a free chain complex
F• with homologies Hn(F•) ∼= Hn(X) and such that M⊗RF• is a chain complex with homologies
Hn(M⊗RF•) = Hn(X;M). Using the same arguments as in the proof of Theorem 5.4.14 one
can show that there is a short exact sequence

0→M⊗RHk(X,A)→ Hk(X,A;M)→ TorR1 (M,Hk−1(X,A))→ 0

for the relative homologies and a short exact sequence

0→M⊗RHk(C•(X))→ Hk(C•(X);M)→ TorR(M,Hk−1(C•(X)))→ 0.

for the cellular complex C•(X) of a CW-complex X. This allows one to compute the relative
and cellular homologies with coefficients in an R-module M .

Example 5.4.16: If R is a principal ideal ring and M a free module over R, then the short
exact sequence in Theorem 5.4.14 reduces to

0→M⊗RHn(X) −→ Hn(X;M)→ 0,

and we obtain Hn(X;M) ∼= M⊗RHn(X). In particular, this holds for any module M over a
field R = F and for M = R as a module over itself.
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Example 5.4.17: We determine Hk(RPn;M) for an abelian group M . By Theorem 5.4.14
there is a short exact sequence

0→M⊗ZHk(RPn) −→ Hk(X;M)→ TorR1 (M,Hk−1(RPn))→ 0.

which splits and hence Hk(RPn;M) ∼= (M⊗ZHk(RPn))/TorZ1 (M,Hk−1(RPn)). By Example
5.3.8 the homologies for R = Z are given by

Hk(RPn) =


Z/2Z k odd, 0 < k < n

Z k = n odd or k = 0

0 else.

For k = 0 we obtain the short exact sequence

0→M ⊗Z Z ∼= M → H0(RP n;M)→ TorZ1 (M, 0) ∼= 0→ 0

which implies H0(RPn;M) ∼= M⊗ZZ ∼= M . For k odd and 0 < k < n we have Hk(RPn) ∼= Z/2Z,
Hk+1(RPn) = 0 and Hk−1(RP n) is torsion free. This yields the exact sequence

0→M ⊗Z Z/2Z→ Hk(RPn;M)→ TorZ1 (M,Hk−1(RPn)) ∼= TorZ(M)⊗TorZ(Hk−1(RPn)) ∼= 0→ 0

0→M⊗ZHk+1(RPp) ∼= 0→ Hk+1(RPn;M)→ TorZ1 (M,Z/2Z) ∼= TorZ(M)⊗ZZ/2Z→ 0

This implies Hk(RP n;M) ∼= M⊗Z(Z/2Z) and Hk+1(RPn,M) ∼= TorZ(M)⊗Z(Z/2Z) for 0 <
k < n odd. For k = n odd we obtain a short exact sequence

0→M⊗ZZ ∼= M → Hn(RPn;M)→ TorZ1 (M, 0)(RPn)) ∼= 0→ 0

and hence Hn(RPn;M) ∼= M . By combining these results, we obtain

Hk(RPn;M) ∼=


M k = 0 or k = n odd

M⊗Z(Z/2Z) 0 < k < n odd

TorZ(M)⊗(Z/2Z) 0 < k ≤ n even

0 else.

For M ∼= Z/2pZ with p ∈ N, this yields

Hk(RPn;M) ∼=


M k = 0 or k = n odd

Z/2Z 0 < k < n odd

Z/2Z 0 < k ≤ n even,

0 else

and for M ∼= Z/(2p+ 1)Z with p ∈ N, we obtain

Hk(RPn;M) ∼=

{
M k = 0 or k = n odd

0 else.
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5.5 Exercises for Section 5

Exercise 1: Let f : (X,A)→ (Y,B) be a homotopy equivalence between pairs of topological
spaces such that f |A : A → B is a homotopy equivalence. Show that Hn(f) : Hn(X,A) →
Hn(Y,B) is an isomorphism.

Exercise 2: Show that every continuous map f : RP 2m → RP 2m, m ∈ N, has a fix point.

Exercise 3: Show that for any continuous map f : Sn → Sn the map f ′ : Dn+1 → Dn+1

f ′(x) =

{
0 x = 0

||x|| · f
(

x
||x||

)
x 6= 0

is continuous and induces a continuous map f̃ : Sn+1 ≈ Dn+1/∂Dn+1 → Sn+1 ≈ Dn+1/∂Dn+1

with deg(f̃) = deg(f).

Exercise 4: A group action � : G×X → X of a group G on a topological space X is called
free if the map g �− : X → X, x 7→ g � x has no fix points for g ∈ G \ {e}.

(a) Show that a group action of a topological group G on Sn, n ≥ 1, induces a group homo-
morphism φ : G→ Z/2Z.

(b) Show that for n ≥ 1 even the group Z2 is the only non-trivial group that acts freely on Sn.

Exercise 5: A continuous map f : Sn → Sn is called even if f(−x) = f(x) for all x ∈ Sn.
Prove the following claims:

(a) For n even: if f is even then deg(f) = 0.
(b) For n odd: if f is even then deg(f) even.
(c) For n odd: for any even k ∈ Z there is an even map f : Sn → Sn with deg(f) = k.

Hint: Use that any even map f : Sn → Sn can be expressed as f = h ◦ f̄ with continuous
maps f̄ : Sn → RPn and h : RPn → Sn. Consider the associated morphism of abelian
groups Hn(f) : Hn(Sn)→ Hn(Sn).

Exercise 6: Let f : Sn → Sn be a continuous map of degree deg(f) = m and X = Dn+1∪f Sn
the topological space obtained by attaching an (n+1)-cell to Sn with f . Compute the homologies
of X.

Exercise 7: Let (X,∪n≥0X
n) and (Y,∪n≥0Y

n) be CW-complexes and f : X → Y a cellular
map, a continuous map f : X → Y with f(Xn) ⊂ Y n for all n ∈ N0. Show that f induces a
chain map C•(f) : C•(X)→ C•(Y ) between the cellular complexes C•(X) and C•(Y ) such that
the following diagram commutes for all n ∈ N0

Hn(C•(X))

∼=
��

Hn(C•(f))// Hn(C•(Y ))

∼=
��

Hn(X)
Hn(f)

// Hn(Y ).
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Exercise 8: Compute the Euler-Poincaré characteristic of an oriented genus g surface with
n points removed for g, n ∈ N0.

Exercise 9: Let (X,∪n≥0X
n) be a CW-complex and R a principal ideal ring. Show that all

homologies Hn(Xn) are free modules over R.
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Index

(n− 1)-connected, 136
G-space, 25
R-bilinear, 50
∆-complex, 129
U -small, 144
U -small n-boundaries, 144
U -small n-cycles, 144
U -small homology, 144
U -small relative n-boundaries, 144
U -small relative n-chains, 144
U -small relative n-cycles, 144
U -small relative homologies, 144
nth homotopy group, 78
1-connected, 75
1-morphisms, 105, 114
2-category, 105
2-functor, 112
2-groupoid, 105
2-morphisms, 105, 114
5-Lemma, 63
9-Lemma, 64

abelianisation functor, 63
action groupoid, 62
additive, 171
additivity axiom, 153
associators, 114
attaching, 16
attaching n-cells, 16
attaching map, 16

barycentre, 123
barycentric coordinates, 124
barycentric map, 141
barycentric subdivision operator, 141
basis, 46
basis, topology, 5
Betti-number, 168
bicategory, 114
Bing’s house, 118
Borsuk-Ulam, 85
boundaries, chain complex, 53
boundaries, singular, 127
boundary operator, 126
boundary operators, 153
boundary, simplex, 124
boundary, topological space, 5

bouquet, 96
Brouwer’s fix point theorem, 155

Cartesian product, categories, 32, 119
Cartesian product, topological spaces, 13
Cat, 110
category, 30
cell complex, 22
cell decomposition, 21
cellular complex, 163
cellular dimension, 22
cellular maps, 32
chain, 53
chain complex, 52
chain homotopic, 55
chain homotopy, 55
chain homotopy equivalences, 55
chain homotopy equivalent, 55
chain map, 53
characteristic map, 16
closed map, 6
closed topological space, 5
closed, path in topological space, 71
closure finiteness condition, 22
closure,topological space, 5
coarser topology, 5
cofinal object, category, 36
collapsing, 12
comb space, 70
combing a hedgehog, 161
commutator subgroup, 63
compact, 8
complex projective space, 12
composition map, 30
composition, functors, 33
composition, paths, 71
connected sum, 21
connected topological space, 5
connecting homomorphism, 57, 59
continuous, 6
contractible, 67
convex hull, 123
coproduct, category, 37
CW-complex, 22
CW-decomposition, 21
cycle, chain complex, 53
cycles, singular, 127
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cyclic module, 46

deformation retract, 68
degree, map of the circle, 82
dimension axiom, 153
direct product, 45
direct product, modules, 45
direct sum, modules, 45
discrete group, 25
discrete topology, 5
disjoint union, 12

Eilenberg-Steenrod axioms, 153
embedding, 9
endofunctor, 33
endomorphism, category, 30
equivalence of categories, 35
equivalence of norms, 6
equivalent, categories, 35
equivariant map, 25
essentially surjective, 36
Euler number, 168
Euler’s polyhedron formula, 169
Euler-Poincaré characteristic, 168
even map, 180
exact, 54
exact sequence axiom, 153
exact sequence, chain complexes, 56
excision axiom, 153
excision theorem, 146

face map, 123
face, simplex, 123
fibre product, 15
fibre product, category, 39
final object, category, 36
finite chain complex, 53
finite, CW-complex, 22
finitely generated, 46
finitely presented group, 42
forgetful functor, 33
free group, 42
free module, 46
free module generated by a set, 46
free product, groups, 38
free resolution, 172
free word, group, 38
free, group action, 180
fully faithful, 36
functor, 33

functor category, 35
fundamental group, 72
fundamental groupoid, 72
fundamental theorem of algebra, 84

generating set, module, 46
gluing, 16
graph, 22
group commutator, 42
groupoid, 32

hausdorff, 5
Hausdorff space, 5
Hom-functors, 34
homeomorphic, 6
homeomorphism, 6
homogeneous space, 25
homologies, 153
homologies, n-spheres, 154
homology, 54
homology theory, 153
homotopic, 65
homotopic, pairs of topological spaces, 136
homotopic, paths, 71
homotopy, 65
homotopy axiom, 153
homotopy category, 67
homotopy category of chain complexes, 56
homotopy category of pairs of topological

spaces, 137
homotopy equivalence, 67
homotopy equivalence, pairs of topological

spaces, 137
homotopy equivalent, 67
homotopy type, 67
homotopy, paths, 71
Hopf’s theorem, 158
horizontal composition, 105, 114
Huréwicz isomorphism, 135

identification, 10
identity morphisms, 30
indiscrete topology, 6
initial object, category, 36
interior, simplex, 124
interior, topological space, 5
isomorphic, objects in category, 30
isomorphism, category, 30
isomorphism, modules, 43

k-skeleton, simplicial complex, 129
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Klein bottle, 28

Lebesgue number, 8
Lebesgue’s lemma, 8
left action, topological group, 25
left derived functor, 175
left exact, 172
lens spaces, 151
lift, 81
long exact sequence, 54
long exact sequence of homologies, 59
loop, 71

Möbius strip, 12
mapping cylinder, 69
mapping degree, 157
maximal tree, 122
Mayer-Vietoris sequence, 147
module, 43
monoid, 32
morphism of G-spaces, 25
morphism of R-modules, 43
morphism, category, 30

n-skeleton, 22
natural isomorphism, 34
natural transformation, 34
naturally isomorphic, 34
neighbourhood, 5
normal subgroup, 26
normal subgroup generated by, 41
null homotopic, 65, 71
null object, 36

object, category, 30
open map, 6
open topological space, 5
opposite category, 32
orbit, 25
orbit space, 25
ordered n-simplex, 125
orientation, 125

pairs of topological spaces, 31
path, 71
path connected, 71
pentagon axiom, 114
pinch map, 158
pointed sets, 31
pointed topological spaces, 31
presentation, group, 42

presentation, module, 46
prism maps, 133
product map, 13
product set, 13
product topology, 13
product, category, 37
product, topological spaces, 13
projection map, product of sets, 13
pullback, category, 39
pullback, topological spaces, 15
pushout, category, 40
pushout, topological spaces, 15

quotient category, 32
quotient map, 10
quotient module, 44
quotient space, 10
quotient topology, 10

rank, 47
real projective space, 12
regular simplex, 123
relations, 46
relative n-boundaries, 137
relative n-chains, 137
relative n-cycles, 137
relative boundary operator, 137
relative topology, 9
representation category, 32
retract, 68
retraction, 68
right action, topological group, 26
right exact, 171
right module, 43

sandwich lemma, 86
Seifert-van Kampen, 87
Seifert-van Kampen, fundamental groups, 94
semisimplicial complex, 129
sequence, chain complexes, 56
short exact sequence, 54
short exact sequence of chain complexes, 57
simplex, 123
simplicial n-boundaries, 130
simplicial n-chains, 130
simplicial n-cycles, 130
simplicial complex, 129
simplicial homologies, 130
simplicial map, 129
simply connected, 75
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singular n-chain, 126
singular chains with coefficients in a module,

170
singular homology, 127
singular simplex, 123, 126
skeleton filtration, 22
small category, 31
snake lemma, 57
source, morphism, 30
splitting, module morphism, 47
stabiliser subgroup, 26
standard n-simplex, 123
standard topology, 6
star shaped, 65
stereographic projection, 7
strict 2-functor, 112
subcomplex, simplicial complex, 129
submodule, 44
submodule generated by a set, 46
subspace topology, 9
sum map, 12
surface of genus g, 21

target, morphism, 30
terminal object, category, 36
topological group, 25
topological manifold, 7
topological space, 5
topological sum, 12
topology, 5
torsion element, 48
torsion free, 48
torsion functor, 175
torsion product, 175
torus, 7
transitive, group action, 25
translation functor, 64
triangle axiom, 115
trivial path, 71
trivial topology, 6
Tychonoff, 14

unit constraints, 114
unit functor, 105, 114
universal coefficients, 177
universal property, presentation of module, 47
universal property, quotient map, 10
universal property, attaching, 16
universal property, coproduct, 37
universal property, direct sum of modules, 45

universal property, embedding, 9
universal property, free product of groups, 39
universal property, product, 37
universal property, product of modules, 45
universal property, product topology, 14
universal property, pullback, 15
universal property, pullback in category, 40
universal property, pushout, 15
universal property, pushout in category, 40
universal property, quotient module, 44
universal property, quotient spaces, 10
universal property, subspace, 9
universal property, tensor product, 50
universal property, topological sums, 13

vector field, 161
vertical composition, 105, 114
vertices, simplex, 123

weak topology, 21, 22
wedge sum, 16
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