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Introduction

1 Introduction

The technological advancement of human life has sped up considerably. Today, it is
possible to buy electronic devices that have been regarded as science fiction only a few
decades ago. Prominent examples are smartphones and tablet computers, which were
wondrous items in classic Sci-Fi, e.g. the “tricorder” used in the Star Trek universe.

In order to achieve this kind of technological advancement, it is necessary to improve and
advance on the existing as well as research new technologies, which may offer beneficial
properties or even revolutionize the state of the art. This process of improving and
superseding technologies is quite apparent in the field of semiconductor manufacturing, which
is the basis of the modern, computerized world. In order to steadily improve the
computational power, speed or memory capacity of integrated circuits, the number of
individual components, e.g. transistors, on a chip is rising continuously. The trend was first
noted by Moore in 1965jn what is now known as Moore’s law: the complexity of integrated
circuits doubles approximately every two years. This demand of increasing numbers can only
be met if the size of the individual components shrinks considerably, which has been and still
is fueling research and development.

A major aspect of the ongoing shrinking process is the improvement of the lithographic
processes that define the shape of the individual components. The International Technology
Roadmap for Semiconductors, ITRServes as a reference for the required developments and
improvements and shows that in order to honor Moore’s law, new lithography techniques
have to be implemented. Currently (2014), a major technology change from 193 nm vacuum
ultraviolet (VUV) to 13 nm extreme UV (EUV) radiation is approaching, which should
provide the required capabilities to fabricate ever smaller structures. In addition to the

improvement of the currently used processes, there is an area of research deemed Beyond
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Moore’s Law? dealing with alternative approaches to chip fabrication and applications of
integrated circuits.

In both cases, and in many more fields, the application of structures with at least one
dimension below 100 nm is a central aspect. It is therefore necessary to study the fabrication
processes, and especially the underlying principles, in great detail.

As a part of this effort, the thesis at hand will provide new insights into a field of
lithographic nanofabrication subsumed under the term Focused Electron Beam Induced
Processing (FEBIP).As the name suggests, in FEBIP a focused electron beam is used to
modify the properties of matter for the fabrication of well-defined, arbitrarily shaped
nanostructures. The most well-known and probably also best investigated FEBIP technique is
electron beam induced deposition (EBfOh EBID, the focused electron beam of a scanning
electron or transmission electron microscope (SEM/TEM) is used to locally decompose
adsorbed precursor molecules on a substrate to build up a nanostructured deposit of the non-
volatile dissociation products. Depending on the material system, it is also possible to etch
material by electron beam induced bond formation between a solid material and a gaseous
precursor and subsequent removal of the new, volatile compound in a process referred to as
electron beam induced etching (EBIE).

Four years ago, the FEBIP family has seen the introduction of a novel process: electron
beam induced surface activation (EBISAn EBISA, the electron beam is used to locally
change the properties of the substrate such that the irradiated areas become chemically active
towards the decomposition of certain precursor molecules, forming an initial deposit. Certain
precursors have also been shown to exhibit autocatalytic decomposition at these initial
deposits, which leads to the formation of a solid nanostructure with desirable properties, e.g.
high purity. While the technique was studied extensively on silicon oxide surface using iron
pentacarbonyl as a precursor, the general applicability of EBISA for different surfaces and
precursor molecules has yet to be demonstrated. In the framework of the thesis at hand, the
EBISA process is expanded to another oxide, namely, B to organic films on Ag(111).

In addition, the EBISA and corresponding catalytic growth processes were also studied for
other precursors (Co(C¢NO and Cg(CO)).

Furthermore, past experience has shown that fundamental research in any FEBIP technique
requires precise control of the lithography involved in the experimental work. Therefore, one
part of this thesis is dedicated to the development and testing of a custom lithographic
solution that is tailored to the specific requirements and challenges of fundamental FEBIP

research in ultrahigh vacuum (UHV).
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Introduction

This thesis is organized such that first the EBID and EBISA processes will be introduced
in detail and an overview of the available literature will be given as a foundation for the
discussion of the relevant aspects. This will be followed by an introduction to the relevant
experimental techniques and a detailed description of the development of an electron beam
lithography attachment. Once this background information is established, the experimental
results will be presented.

First, it will be shown that EBISA is a viable technique also on nop-Si®faces by
demonstrating successful fabrication of Fe nanostructures a{1Ti@ in combination with a
detailed analysis of the effects of the focused electron beam on theurf@ce using Auger
electron spectroscopy (AES) and scanning tunneling microscopy (STM). Furthermore, the
interaction of the electron beam with thin layers of organic molecules
(Tetraphenylporphyrins) on metallic substrates and the resulting consequences for EBID and
EBISA will be discussed. In addition, the fabrication of nanostructures using the precursors
Co(CO}NO and Cg(CO)s will be addressed.
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2 Literature Review

Focused electron beam induced processing (FEBIP) is a powerful approach to the
fabrication of nanostructures with lithographic control down to the nanometer regime. FEBIP
subsumes a number of different techniques, which rely on the use of a highly focused electron
beam of a scanning electron microscope (SEM) or scanning transmission electron microscope
(TEM) to locally modify matter and material propertfés. Two specific approaches are

schematically depicted in Figure 2-1, both starting from a clean surface (a).

EBID -,
o i
%
N |
EBISA N ' g

Figure 2-1: Electron beam induced deposition (EBID) and electron beam induced surface
activation (EBISA) processes in comparison. Starting from a clean sample (a) in EBID the
surface is irradiated while precursor is supplied (b), leading to the e-beam induced
decomposition into volatile fragments and a nonvolatile primary deposit (). The EBISA
process involves an irradiation step under vacuum conditions (c) followed by precursor
dosage and surface mediated deposition (d) of a primary deposit (e). In both cases, the
primary deposit may grow autocatalytically if further precursor is supplied (f) to form the
final deposit (Q).



Electron Beam Induced Deposition — EBID

In electron beam induced deposition (EBID), the electron beam is scanned across a
surface, while a suitable precursor is dosed (Figure 2-16%.**The precursor, typically a
metal organic compound with a relatively high vapor pressure, is locally decomposed by the
electron beam to form a deposit of the non-volatile dissociation products (Figure 2-1b,e). The
volatile precursor fragments are pumped off by the vacuum system.

The second FEBIP technique explored in our group shown in Figure 2-1 is electron beam
induced surface activation (EBISA)X?'® In this approach, the surface is first locally
irradiated with the electron beam under UHV conditions, i.e., without precursor supply
(Figure 2-1c). Thereby, the irradiated surface areas are chemically modified such that they
become catalytically active towards the decomposition of precursor molecules. In a second
processing step, a viable precursor is dosed onto the surface (Figure 2-1d) and reacts at the
activated surface areas to form an initial deposit (Figure 2-1e).

For suitable precursors, e.g., Fe(gQhe initial deposits produced by EBID or EBISA
continue to grow autocatalytically as long as the precursor is supplied (Figure 2-1f,g).

The following chapters shall give an overview of the state of the art, explain the theoretical

background and identify the challenges associated with EBID and especially EBISA.

2.1 Electron Beam Induced Deposition — EBID

The effect of electron beam induced deposition of material in electron microscopy has
been known for a long time, usually as carbonaceous deposits resulting from the
decomposition of residual gases, e.g. originating from pump oils, in electron beam based
systems.” The understanding of the EBID process has progressed from that point on and
especially proceeded rapidly in the last decade® ' 8 9t has been demonstrated, for
example, that it is possible to fabricate nanostructures with dimensions well below*1® nm:;
the current record is even below 1 nm (full width at half maximum, FWHM), obtained using
tungsten hexacarbonyl, W(C£)on thin silicon nitride membrané%.Research has also
shown that (some) materials can be deposited with high purity, e.g., iron from iron

23,24 or Au from

pentacarbonyl, Fe(C@Y %' #cobalt from dicobalt octacarbonyl, £60),
Au(CO)CIZ In addition, EBID offers the possibility of 3D fabrication, e.g., pillars, as well as
the possibility of working on non-flat substrafe$ %

These aspects are the basis for a number of interesting applications of this technique.

Foremost, a commercial application has been established in semiconductor industry: mask
6
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repair of high-resolution lithographic masks?® Such masks are highly complex, incorporate
features of very small dimensions and cannot be fabricated completely defect free. The as-
fabricated mask therefore has to undergo a repair process, in which these defects are
corrected, e.g. by the addition of material (EBID) to correct clear defects or by the removal of
unwanted material (etching via EBIE) to correct opaque ones. The FEBIP-based mask repair
has superseded focused ion beam (FIB) techniques for the 65 nm and lower nodes and is
likely to be used for the repair of EUV masRs.

EBID has also been applied for the fabrication of scanning probe tips, e.g. for applications
in magnetic force microscopy (MFRfor as nano-tweezetsfor the fabrication of nanoscale
sensors, e.g. Half? * strain®* or humidity”® sensors, and for other custom applications that
make use of the benefits of the technique.

In most cases, EBID is performed under high vacuum (HV) conditions and the resulting
metal contents of the deposit are below 60 ¥o&ew exceptions have been reported, with
much higher purities of >90 to 95 %at: EBID with Fe(g@gerformed in ultrahigh vacuum
(UHV),?* where, in addition to EBID, autocatalytic decomposition on the Fe deposits can
occur (after electron irradiation), leading to continuous clean iron structure growth as long as
Fe(CO} is supplied (Figure 2-1f and §)** '* **The high purity goes along with very low
resistivities (below 100 @cm), which are not accessible otherwi$eThe second exception
concerns high purity cobalt deposits from,@0D), which have been reported under HV
conditions®* with inconsistent reports concerning autocatalytic growth beh&vidf.In
addition, it has been reported that deposits from Au(CO)CI or Aug)l{#éld gold deposits
of high purity.? *8It has also been shown that it is possible to combine EBID with a number
of post-treatment techniques, including annealing processes in vacuum and in reactive gas
environment¥ and post-deposition irradiation with electrons. Alternatively, a number of
coincidental purification techniques such as elevated sample temperatures, laser irradiation or
co-dosing of reactive gases was propd&ed.

While the application of EBID for the fabrication of nanostructures is quite common by
now, the theoretical description is still under development. This is mostly due to the
complexity of the individual processes that comprise EBID, their interplay and the
heterogeneity of the experimental setups, used precursors and substrates that make up the
EBID knowledgebase.

The EBID process can be divided into three interaction domains: the electron beam —
surface, surface — precursor and electron — precursor interattdaost aspects of the

electron beam — surface interactions, e.g. scattering properties, are well understood and can be
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predicted and simulated. Electrons are scattered in the solid according to the incident energy,
the density and mean atomic number of the material and surface topography. As a result, the
incident electrons loose energy and are deflected while causing excitation and ionization
processes in the substrate, which result in the emission of various interaction products, e.g. X-
rays or secondary electrons. These processes are also well understood, also due to their
relevance for electron microscopy in general (see also Chapter 3.1).

The surface — precursor interactions include physico-chemical aspects like adsorption,
desorption and diffusion, which are strongly temperature dependent, as well as chemical
processes like dissociative adsorption, and (auto-) catalytic decomposition. One of the major
difficulties for the description of these aspects is the inherent change of the parameters during
deposition. The adsorption, desorption and diffusion characteristics may change greatly from
the clean substrate to a thin EBI deposit in terms of surface chemistry and even more so once
the change in surface topography becomes substantial during the deposition.

Finally, the interaction of electrons with precursor molecules is of importance. There are a
number of processes that can lead to the dissociation of a precursor molecule, most
prominently direct (or dissociative) ionization (DI) and dissociative electron attachment
(DEA).* & 1 40There are other processes, e.g. electron induced desorption of intact precursor
molecules (ESD) or other dissociation processes like dipolar dissociation (DD), which may
also occur. The description of the electron induced dissociation is based on the respective
cross-section, which is strongly energy dependent. In a simplified picture, DEA is the
dominant process at low electron energy (few eV) and exhibits a higher cross-section, while
direct ionization occurs for higher electron energies and typically lower cross-sections.
Unfortunately, the cross-sections for many precursor molecules are unknown, which limits the
predictive power of EBID models.

In recent years, the electron — precursor interactions have been investigated with a special
focus on the relevance for EBID. These studies include gas-phase reaction studies, e.g. for a
common platinum precursor (Trimethyl methylcyclopentadienyl platinum (1V), Cp'BfMe
or the cobalt tricarbony! nitrosyl precur§of®as well as surface science studies for both the

nf*“®as well as the cobalt precurdbiThese studies highlight the importance of DEA

platinu
in EBID and also offer some insight into the relevance of the decomposition pathway on the
deposit composition.

The state of the art of FEBIP and especially electron beam induced deposition was
reviewed in a number of articles, which summarize the available data and introduce

theoretical aspects in more defail.® 10111618
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2.2 Electron Beam Induced Surface Activation — EBISA

Electron beam induced surface activation is closely related to EBID, as it also utilizes the
focused electron beam of a SEM for the fabrication of nanostructures on surfaces. Many of
the concepts derived for EBID are also valid for EBISA; especially the electron scattering
aspects and other physical aspects of the electron — surface interactions are virtually identical.
In this regard, the knowledgebase of EBID can serve as a basis as well as a benchmark for
EBISA. The state of the art in EBISA was summarized in a recent réview.

In contrast to EBID, the irradiation in EBISA proceeds under vacuum conditions, i.e.
preferably in the absence of any precursor molecules. As mentioned before, the irradiation
leads to the formation of active sites on/in the surface, which can catalyze the decomposition
of precursor molecules introduced at a later time. The actual fabrication of solid
nanostructures then relies on secondary growth processes, which depend on the chemical
properties of the precursor molecules, foremost the ability for autocatalytic decomposition
and associated structure growth (as autocatalytic growth may also affect EBI deposits, a
general introduction to autocatalytic growth shall be given in the next chapter).

The EBISA process was introduced by Walz et al. in 201e discovery was based on
the observation of autocatalytic growth of EBI deposits prepared from Fe(@Okg
SiO,(300 nm)/Si surface under UHV conditions. During the initial stages of the growth
process, i.e. directly after the electron irradiation, very little Fe deposited due to EBID is
present on the surface. Instead, dark features are observed in scanning electron micrographs of
the irradiated areas, leading to the suggestion that both the Fe atoms deposited during the
EBID step as well as the irradiated surface itself act as catalytic agents towards the
decomposition of Fe(C@) The assumption was confirmed experimentally by preparing
irradiated surface areas under UHV conditions, i.e. in the absence of precursor molecules,
followed by prolonged exposure to the precursor to allow for autocatalytic growb.
resulting deposits were found to exhibit very high Fe contents (> 90 to 95 %at.), with minor
carbon and oxygen contaminations, and consist of cube-Hecrystallites.

Figure 2-2 juxtaposes two series of EBID lines (A:a-g and A:h-j) and a series of EBISA
line structures (B:a-f), which were part of this first publicafidthe EBID series (A) contain
SEM images of line structures fabricated using FefCf3)a precursor and two different
electron doses (1.9 uC/cm and 0.5 puC/cm) after different periods of autocatalytic growth after
the initial EBID step (as indicated). In the EBID series, only after about 30 min of precursor

dosage at a background pressure of 3.0"%nibar (further specified in later publications as a

9
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surface pressure of approx. 9 x®1fbar?, emergence of small clusters can be detected

(A:b), before larger, polycrystalline structures develop. It is apparent that the autocatalytic
growth plays a major role in the nanostructure fabrication using this precursor under the given
conditions. The EBISA series comprises images of lines with different electron doses and a
common autocatalytic growth time of 270 min. The data shows successful fabrication of

nanostructures using the EBISA protocol.

A: EBID B: EBISA

1.9 uC/cm 0.5 uC/cm

1.9 uCicm

[Fe(CO)s] dosage time
100 nm

== after EBID: 0 min

.+180 min,

Figure 2-2: Examples of the autocatalytic growth observed for EBID lines prepared from
Fe(CO)} on SiQ(300 nm)/Si (A) and first published results of successful EBISA and
autocatalytic growth on the same system (B). The SEM series A:a-g and A:h-j show EBID
lines prepared with two different electron doses and increasing autocatalytic growth times (as
indicated). The series B:a-f consists of EBISA lines prepared with increasing PE doses after

identical growth times of 270 min. Figures reprinted from Walz &t al.

The scattered deposits close to the line structures are the result of so-called proximity
effects. In this case, backscattered electrons are responsible for the loss of structure definition
at higher electron dose. Proximity effects will be discussed in more detail in Chapter 2.4.

The successful fabrication of nanostructures using the EBISA protocol raises the question
of the underlying mechanism of the activation. Based on prior work by Pfnir and co-
workerg® %° and Watanabe and cowork®rs* concerning a technique known as electron

beam assisted selective thermal desorption (EBSTD), in which an ultrathin layer,ds SiO
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reduced in a spatially defined way to SiO by an electron beam, followed by an annealing
process to selectively desorb the SiO, it was proposed that oxygen vacancies generated by
electron stimulated desorption of oxygen from the,Si@face act as the active sites for the
initial decomposition of Fe(C@f The electron stimulated desorption (ESD) has been
attributed to a Knotek-Feibelman process, i.e., an inter-atomic Auger decay resulting in the
expulsion of oxygen ion¥: > The suggested mechanism was later substantiated by AES
studies of irradiation induced oxygen desorption from ultrathinr 8iCSi and the observation

of the intrinsic activity of freshly prepared SiSi samples? Physical charging of the sample

was excluded under the experimental conditions (thin layer, conductive Si(100) substrate,
long-term stability (>24 h) of the activation), albeit localized charges at oxygen vacancies, as
e.g. observed on TiQL10Y* were mentioned as possible active sifes.

EBISA in combination with Fe(C@)was also used as a probe for the investigation of
proximity effects on thin membrane sampi&<3 The studies broaden the scope of applicable
substrates to native silicon oxide layers on silicon single crystals as well as silicon nitride
films (both free-standing and on Si supports), which could be activated under the same
experimental conditions. It was also reported that carbonaceous layers on treiaCe
suppress the activation procéds.has to be noted, that all of the aforementioned studies by
Walz et al. have been conducted under UHV, i.e. ultraclean conditions, at room temperature
using Fe(CQ) as a precursor molecule. UHV seemed to be a prerequisite for the successful
application of EBISA and autocatalytic growth.

In 2012, studies by Muthukumar et'aland Cérdoba et &l.concerning EBISA and the
autocatalytic growth of cobalt nanostructures from dicobalt octacarbony(CQ}, on
silicon oxide and other surfaces were published. In both cases, the experiments were
performed under high vacuum (HV) conditions at room temperature.

Cordoba et al. did not observe any successful EBISA on SiuEfaces; autocatalytic
decomposition of the precursor was only reported on in-situ prepared, freshly Ga-ion
sputtered pure cobalt films; Co nanostructures prepared by EBID fra(€@Q)p did not
exhibit any autocatalytic growth. Autocatalytic growth was hence ruled out as a major
contributing factor in the fabrication of high purity Co nanostructures prepared from
Coy(CO)g in HV.

In contrast, Muthukumar et al. reported the successful fabrication of nanostructures using
the EBISA protocol using GECO) on SiQ, and also report autocatalytic growth of material
on plasma-cleaned SjBurfaces. The metal content of the deposits was reported as approx.

95 % on plasma-cleaned and 76 % on electron pre-irradiated surfaces. The publication also
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contains detailed DFT data concerning the adsorption and initial stages of the decomposition
of Co(CO) on the surface. The results suggest an activation mechanism in which the
electron beam or the plasma discharge partially dehydroxylize the, under the HV conditions
usually fully hydroxylated, SiQsurface. The precursor molecule then interacts with the
dehydroxylated surface and dissociates into two Co{@@yments, which are stabilized by

the interaction with the surface. The reported most stable structures €{@¢) on fully
hydroxylated (Figure 2-3a, intact €€60)) and partially hydroxylated SgO(Figure 2-3b,
dissociated into two Co(CQ®)fragments) are juxtaposed in Figure 2-3. This initial

decomposition reaction is suggested to be the first step in the deposition process.

ket L J ‘ : bl _ | ; b \ ¥
Figure 2-3: Most stable structures of [GE&O)] on fully hydroxylated (a) and partially

hydroxylated (b) Si§) reprinted from Muthukumar et &.The Ce(CO)s precursor shows

only minor interactions with the fully hydroxylated silica (a), but undergoes dissociation into

two surface bound Co(C@lragments on the partially hydroxylated surface.

The calculations are setup such that individual OH groups in close proximity to CO ligands
of the precursor (in various starting geometries) are removed from a hydroxyl-ternfinated
cristobalite  SiQ@ slab>® Effectively, the precursor interacts with un-terminated,
undercoordinated Si atoms. The notion of undercoordinated Si atoms as reactive sites is also
part of the EBISA mechanism proposed by Walz et #* (“oxygen vacancy”). This
suggests that both explanations are not mutually exclusive.

In summary, successful nanostructure fabrication by EBISA has been reported for iron
pentacarbonyl, Fe(C@)on a number of SiGterminated surfaces in UFV?**and recently
also for Cg(CO)% on SiQ in HV.™ The active component in the initial precursor
decomposition is still under investigation, with chemically active species, like
12
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undercoordinated atoms, being favored over physical causes such as charging. In order to
broaden the understanding of EBISA, both deeper insights into the mechanism on the known
systems as well as the generalization of the EBISA concept towards other precursors and

substrates are necessary and shall be the aim of this thesis.

2.3 Autocatalysis and Precursor Chemistry

There are two requirements for a precursor to be suitable for the fabrication of
nanostructures using the EBISA protocol: susceptibility to the decomposition at activated
sites to start the deposition and selective autocatalytic decomposition in order to facilitate the
subsequent growth. As autocatalytic growth was also observed for primary structures
produced by EBID, this process is relevant for conventional EBID, and possibly for other
FEBIP techniques as well, which is reflected by the acknowledgment of the phenomenon in
recent review article$ X - 16.18

It has to be stressed at this point that decomposition of a precursor can only be considered
autocatalytic growth if the decomposition occurs selectively and continuously at already
deposited material under the respective conditions (especially temperature). This distinguishes
the autocatalytic growth from processes like chemical vapor deposition (CVD), which is
continuous but unselective, and atomic layer deposition (ALD), which is selective but
discontinuous.

In contrast to the initial surface mediated decomposition of the precursor in EBISA, the
autocatalytic decomposition and growth itself can be independently investigated and have
been studied to some extent, mostly in contexts other than EBID/EBISA. It has been shown
for example that Fe(C@)exhibits autocatalytic growth in a number of cases undetf F{v
and UHV*® conditions, partially at elevated temperatures. Autocatalytic growth was
observed for Fe(C@)and Cr(COy at elevated temperatures (~125°C and ~280 °C,
respectively) on the respective metal-containing EBI depdsitsand for Ce(CO)s on clean
Co as well as on Co-containing (EBISA-derived) depbsitsn high vacuum environments.

Under UHV conditions, Zaera demonstrated that Fe{Qf@fomposes catalytically on
Pt(111) and exhibits autocatalytic growth starting at 274 ®similar behavior was reported
for Fe(CO}, W(CO) on Ni(100)°" Catalytic decomposition on Ni(100) has also been
reported for Cr(CQ)and Mo(CO;.

13
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In addition, there are reports of so-called seeded growth, i.e. the increase of deposition
yield of EBID in a narrow temperature window below the thermal decomposition temperature
of precursor molecules, which may also be viewed for autocatalysis at elevated
temperature$® %

Regarding the mechanism of the (auto-)catalytic decomposition of Fe@@®t(111), an

adsorption-induced change in the molecular geometry from trigonal-bipyramidal to square
planar structure was proposed, where the surface may become a sixth ligand for the central
iron metal®® This is followed by the mostly reversible loss of one or two CO ligands to
produce stable Fe(COand Fe(CQ)on the surface even at low temperature (170 to 240 K).
At higher temperatures, close to room temperature, these species either recombine with CO
and desorb or decarbonylate completely to give Fe atoms. While adsorbed CO acts as a
poison at low temperatures, at temperatures above 275 K an equilibrium is reached, where
continuous autocatalytic growth can oc¢tr.

In all reported cases of catalytic and autocatalytic decomposition of carbonyl precursors on
metal substrates in UHV, the surface cleanliness, CO coverage on the surface, the CO partial
pressure in the gas phase as well as the reaction temperature influence the growth rate, purity

and morphology on the resulting film in a complex W&Y/.

2.4 Proximity Effects

One of the main challenges in most FEBIP techniques is the unwanted deposition of
material in close proximity to the impact area of the electron beam due to scattered electrons:
the backscattered electron (BSE) proximity effect is well stutli#d™® ®°and the resulting
maximum broadening of deposits can be predicted, e.g. through Monte-Carlo simulations. For
EBID, also forward-scattered electron (FSE) proximity effects can occur if the deposit
exhibits a pronounced 3D shape, e.g. pillar growth. In contrast to the BSE proximity effects,
the range of FSEs is larger and depends on the morphology of the irradiated area during
deposition. The advantage of EBISA vs. EBID is the absence of FSE proximity effects, since
the deposit only forms after the electron irradiation. Autocatalytic growth after the initial
deposition step is also beneficial, as it occurs without additional electron irradiation. While
the nature of the autocatalytic growth process somewhat hinders the fabrication of high aspect
ratio and complex 3D structures, it opens up new possibilities, e.g. for producing defined

inter-structure gaps or access to multilayer structures using a second suitable precursor.
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3 Methods & Techniques

The following chapter will give a short introduction to the applied experimental techniques
and simulation methods. Most aspects in this thesis are closely tied to the scanning electron
microscope (SEM), which is the main tool for both structure fabrication and characterization.
In addition, Auger electron spectroscopy and microscopy (AES, SAM) also rely on the SEM
as excitation source. The second central component is scanning tunneling microscopy (STM),
which is used for the atomic scale characterization of samples and nanostructures. Scanning
transition X-ray microscopy (STXM) and near edge X-ray absorption spectroscopy
(NEXAFS) using synchrotron radiation complement the laboratory experiments and allow for
further insight into the chemical and physical properties of nanostructures. Finally, standard
techniques in surface science like low-energy electron diffraction (LEED) and quadrupole
mass spectrometry (QMS) will be discussed briefly followed by a short introduction to

Monte-Carlo simulation of electron trajectories.

3.1 Scanning Electron Microscopy

Scanning electron microscopy (SEM) is the younger sibling of transmission electron
microscopy (TEM) in the family of electron microscopy techniques. In SEM, a focused
primary electron (PE) beam is raster scanned over a surface, i.e., the e-beam is directed to a
certain position on the surface under investigation, remains stationary for a given amount of
time (dwell time) during which a signal is recorded and moves to the next position. The
intensity of the selected signal(s) triggered by the impact of the electron beam is then plotted
versus the probe position on the surface to give a map of the respective signal(s). The

achievable resolution mainly depends on the beam diameter at the point of impact. Modern
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SEMs offer resolutions down to the sub-nm regime, making the SEM a most valuable tool not
only in nano- and surface science. A detailed introduction to scanning electron microscopy
can be found in L. Reimer: “Scanning Electron Microscafy”.

The signal types generated during an SEM scan are manifold. Foremost, the interaction of
fast electrons in the beam with the sample material leads to an emission of electrons from the
surface. The electron emission is the result of elastic or inelastic scattering in the surface near
region of the sample material. Emitted electrons are commonly (and somewhat arbitrarily)
classified according to their energy into secondary electrons (RE<BE0 eV) and
backscattered electrons (BSEj,B 50 eV). Secondary electron are subdivided according to
their origin: Sk are caused directly by the impinging primary electrons, and confined to the
immediate point of impact; SEstem from interactions of scattered electrons (BSE) with
surface atoms; SEemerge as a result of stray electrons impinging on any surfaces inside the
vacuum chamber.

The BSE regime (& > 50 eV) includes a number of specific interaction products such as
Auger electrons (AE) produced by core-hole ionization and decay, or low-loss electrons
(LLE) with a specific energy loss due to a certain interaction e.g. with plasmons. Such
electrons carry additional information about the surface composition, albeit it is only
accessible through energy-resolved detection and therefore requires a dedicated electron
energy analyzer. In addition to the electron energy and the emission energy, it is also possible
detect the diffraction pattern of BSEs to yield information about (poly-) crystalline material
(Electron backscatter diffraction, EBSD).

The second group of signals encompasses all types of electromagnetic radiation emitted by
the sample due to excitation by the primary beam. These signals range from low-energy
infrared (IR) emission over medium energy visual and ultraviolet (UV/Vis) radiation,
commonly referred to as cathodoluminescence, to X-ray emission, including characteristic
X-rays. The detection of such radiation again requires specialized detectors, but can give
insights into surface properties that are hard to obtain otherwise with nanometer resolution.
Many SEMs are equipped with energy dispersive (EDX) or wavelength dispersive (WDX)
X-ray spectrometers for analysis of the chemical composition of a sample.

Emission of electrons can be measured indirectly via the current flow to ground (specimen
current) or directly via dedicated detectors. Such detectors, like the well-known Everhart-
Thornley detector (ET} collect emitted electrons by a small attractive potential, accelerate
them towards a scintillator and detect the thereby created photons using photomultiplier tubes

(PMT), which can be mounted outside the vacuum chamber at the end of an optical fiber. The
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ET detector’s collection grid can also be charged negatively to repel slow electrons and thus
emulate a BSE detector. In addition, it is possible to combine SEM'’s with electron energy
analyzers, e.g. a hemispherical electron analyzer. This allows for the energy resolved
detection of electrons, e.g. for Auger electron spectroscopy (AES, see later chapter) or low
loss electrons, with high precision and due to the highly focused excitation source also with
high lateral resolution.

All of the signals allow for the characterization of a sample with respect to a certain
physical or chemical property. The most often used signals are the SE and BSE emission
intensity, which is influenced by the topography and morphology of the sample surface
(topographic contrast) as well as the physical and chemical properties of the sample (material
contrast). Topographic contrast is observed when the emission characteristics of the surface
change from position to position due to the surface tilt, the surface roughness, shadowing and
edge effects. Material contrast is observed for structures of different (mean) atomic number
(chemical or Z-contrast), density, work function, charging behavior, diffraction and so forth.
Both types of contrast are observed simultaneously in regular SE/BSE detection mode.

Topographic contrast sums up all changes in the electron emission due to differently
shaped surfaces. This includes different orientation relative to the beam axis (surface tilt
contrast), edge effects, surface roughness and shadowing contrast. A uniform, flat surface
does not provide any topographic contrast.

Shadowing occurs every time the signal to the detector is blocked by surface features far
from the point of impact of the electron beam. The emission of electrons is increased for
structures which provide a large available surface for emission such as edges and rough, i.e.
edge-rich, surfaces. When the electron beam axis is not perpendicular to the surface normal, a
given penetration depth results in a reduced escape depth, which in turn increases the electron

emission. The different topographic contrast modes are juxtaposed in Figure 3-1.
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Intensity

Figure 3-1: Topography contrast in SEM. The top scheme is a cross section of a surface
with a flat section (left), a trench, a protruding edge and a rough section (right), while the
bottom one represents a schematic graph of the expected image intensity. The electron
emission, represented by the black arrows, differs from one surface structure to the other

solely due to the topography.

The second group of contrast mechanisms is based on the physical and chemical properties
of a surface rather than geometric features. The most prominent is referred to as chemical
contrast and results mainly from the increase of the BSE emission coeffigient
(n = nese/ npg) With increasing atomic number Z. The contrast is more pronounced in BSE
than in SE detection mode. There is also an influence of the work function on the observed
contrast’? Non-conducting specimens charge up during the irradiation due to the imbalance of
impinging and emitted electrons, leading to characteristic distortions and the subsequent

identification of such features.

3.2 Auger Electron Spectroscopy

Incident primary electrons are energetic enough to excite inner shell electrons of surface
atoms, resulting in an inner shell vacancy usually referred to as a core hole. The thus excited
or ionized atom has two relaxation pathways that are of interest: radiative via the emission of
characteristic X-rays and non-radiative via emission of Auger electrons. X-ray emission
occurs when an electron from a higher shell fills the vacancy and the gained energy is emitted
as an X-ray photon. Alternatively, the energy can also transferred to another electron within
the atom, which is then emitted from the atom and referred to as an Auger electron (AE). Like

characteristic X-rays, Auger electrons carry information about the chemical nature of the
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involved atom(s), which can be accessed via the energy-resolved detection of the electron
emission. Combined with a highly focused electron beam as excitation source, AES can yield
chemical information with high spatial resolution. A thorough introduction to AES can be
found for example in “Practical Surface Analysis, Vol. 1 - Auger and X-ray Photoelectron
Spectroscopy”, edited by Briggs and Sé&4h.

The energy of the Auger electropggelative to the Fermi energy can be approximated by

Esp =E4 — Ep _EE’

where B is the binding energy (BE) of the level the hole is created in, and Binding
energy of the level of the electron filling that hole. The endigyrepresents the binding
energy of the emitted electron and differs from the ground state binding engerdyeE
relaxation effects in the presence of a hole in the system. This picture is a simplification, as
there are additional energy shifts in the atom due to the presence of a core hole bdfeoe and
outer shell vacancies after the emission in addition to relaxation energies.

Much like in X-ray photoelectron spectroscopy (XPS), the energy of an Auger electron
shifts according to the chemical environment of the atom, which allows for the
characterization e.g. of oxidation states. Also in analogy to XPS, AES is very surface
sensitive. Electrons that undergo inelastic collisions on their way to the surface lose energy
and therefore also the chemical information. This means that only Auger electrons originating
in the immediate surface can be detected as such. The information depth depends on the
kinetic energy of the Auger electron and material properties of the traversed matter via the
respective inelastic mean free path (IMFP). Calculations predict that about 95 % of the signal
in an AE spectrum at the respective energy stem from a depth of about three times the
inelastic mean free path, which amounts to about 3 to 6 nm for typical electron energies and
materials. For non-normal, grazing emission this value is even lower, as it is scaledipy cos(
with o being the emission angle vs. the surface normal.

Auger emission processes are labeled using the X-ray notation of the involved orbitals in
an ABC triad, where A denotes the shell of the core hole, B denotes shell of the electron that
fills the hole and C the initial state of the emitted electron. To give an example, KLL
transitions are a result of a hole in the K shell, which is filled by an L shell electron, while
another L shell electron is emitted. Subscript number may be included to refer to specific

transitions, e.g. KiL, 3.
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3.3 Scanning Tunneling Microscopy

The invention of the scanning tunneling microscope (STM) by Binnig (interestingly
credited as “Binning” in the original publication) and Rohrer at the IBM Zurich Research
Laborator)?4 started a new era of surface science. STM allowed, for the first time, to
investigate surface structures down to the atomic level in real space on extended, flat surfaces.
A review of the scientific foundations and working principles of the STM can be found e.g. in
P. Sutter: “Scanning Tunneling Microscopy in Surface Scieftce”.

In an STM, an atomically sharp tip is raster scanned across a surface using piezo actuators
for precise positioning. Electron tunneling is observed between tip and a surface, when the
tip-surface distance is very small (A to nm). This can be used to map the surface in two
different ways: the tunneling current can be recorded for every point on the 2D scan raster at a
given tip height (constant height mode, CHM) or the tip-surface distance can be kept constant
by keeping the tunneling current constant (constant current mode, CCM).

In CHM, structures protruding from the surface plane are closer to the tip, which registers
as an increased tunneling current used as the signal source. While this mode offers very fast
scan speeds due to tip movement only in the x-y plane and the lack of need for any feedback
system, there is a danger of touching the surface with the tip. This is known as a tip crash and
severely compromises the operation of the STM.

In CCM, the z-position of the STM tip is controlled by a feedback loop to match the
tunneling current setpoint. The tip therefore follows the iso-surface contour of the respective
tunneling current, while the z-deflection is used as the signal source and displayed as a false-
color image plot. As the tip follows the surface topology, tip crashes are avoided.

The working principle of the STM is based on the quantum mechanical tunneling effect,
which gives rise to a tunneling current between objects in very close proximity. In classical
mechanics, electrons can only move from one state to another if they possess enough energy
to overcome the energy barrier between the two states. Quantum mechanical treatment of the
electron allows for transition probability even if the energy is lower than the barrier height.

On surfaces, the electronic wave functions of surface atoms extend into the vacuum (decay
length of a few nrfY). An overlap with the extending wave function of objects in close
proximity, e.g. a tip, allows for the tunneling of electrons without the need to overcome the
barrier, i.e. the vacuum gap.

The tunneling stops when the Fermi levels of tip and surface are aligned. It is therefore

necessary to apply a bias voltage (commonly referred to as gap volgage tunneling
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with this technique.

eUr for continuous STM operation. As a
consequence, the investigated material must show a least some conductivity to be compatible

Figure 3-2 provides a simplified picture of a one-dimensional tunneling junction of a

A

metallic tip and sample. The Fermi levels, i.e. energy of the highest occupied states, are offset
by AE=eUr due to the applied tunneling voltage.JThe value of elis much smaller than
the work function (typically 4-6 eV for common metals).
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Figure 3-2: One dimensional metal-vacuum-metal tunneling junction (modified from ref
smaller than the work functios.

76). The bias voltage U offsets tip and sample Fermi levelbby eUr with eUr being much
The observed tunneling current is directly proportional to the number of states in the
sample within the interval o E-- eUr according to

Ep
Iocz

[ (0)]?e24
EanF—eUT

with E, being the energy angh(0) the value of the n-th sample state at the sample surface, d

being the surface-tip distance ameé= A~1v/2m® (electron mass m and work functidr.’®
energy E as

The sum can be replaced by the local density of states (LDOS) at the position z and the

1 E
@)=Y h@P

n=E
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at the Fermi level. The LDOS is defined as the number of electrons per unit volume per unit
energy, at a given point in space and at a given erf&tgfollows that the tunneling current
can be expressed aB in [eV])"®

I o< Urps(0, Ep)e~ 24
~ Urps(0, Ep)e~1025V®d,

This simplified approach is sufficient to understand the basic working principle of an STM.
The tunneling depends on the applied bias voltagedthat a higher voltage leads to higher
current. It also depends on the work function and more importantly the LDOS, which reflects
the electronic structure of the surface. Most importantly for the experiment, the tunneling
current depends exponentially on the tip-surface distdn€er typical values ob of about 4
eV, increase of the gap by 1 A results in a drop of the tunneling current by a factor of approx.
e%7.4 or roughly an order of magnitude. This strong dependence of the tunneling current on
the tip-surface distance is the reason for the ultimately achievable z-resolution (perpendicular
to the surface) in the order of down to few 10 pm. The lateral resolution is in the order of
approx. 0.1 A and depends strongly on the tip’s shape and electronic structure. Early reports
assumed tips with local, spherical termination of a very low rddibmsit later theories
incorporated specific atomic orbitals to explain different appearances of a Sfffate.
essence, a tip terminated by an s-like orbital will give a different orbital overlap, tunneling
current and resolution than @r d- orbital.

For an in-depth discussion of the lateral resolution and further theoretical insights, the
interested reader is referred to specialized sources, e.g. various text>bddlkand

publications’’ 5!
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3.4 Scanning Transmission X-ray Microscopy (STXM)

The scanning transmission X-ray microscope (STXM) is another example of a scanning
probe microscopy (SPM) technique. In contrast to SEM/SAM and STM, which rely on
electron as probes, the STXM uses a highly focused X-ray beam to investigate thin samples in
transmission geometf: # The use of synchrotron facilities as X-ray sources allows for the
illumination with variable X-ray beam energies and enables elementally resolved microscopy
as well as energy dependent X-ray absorption spectroscopy (XAS). Especially near edge X-
ray absorption fine structure spectroscopy (NEXAFS; also known as “X-ray absorption near-
edge structure spectroscopy”, XANES) is a valuable tool for sample charactefiz&fion.

In STXM, an X-ray beam (e.g. soft X-rays, 250 eV to few keV) is focused by a Fresnel
zone plate and detected e.g. by a photomultiplier tube. Shows a schematic view of a zone

plate based STXM setup.
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Figure 3-3: Schematic setup of a zone plate based STXM. Reprinted from ref. 85.

The X-rays interact with the sample material and can excite electrons into unoccupied
states (resonant absorption) or into the vacuum (photoionization). The resonant transitions
increase the absorption of X-rays of the respective energy and allow for elementally resolved
microscopy, when the X-ray energy is set to known transition energies. Additional contrasts
arise due to differences in material thickness, density, atomic number and others. Information
about the electronic structure of a material can be gathered in the form of a NEXAFS
spectrum. The absorption of X-rays follows the Lambert-Beer lawge'tsl ie. the
transmitted intensity decays exponentially with distance x travelled within sample matter. The

attenuation is strongly wavelength dependent and characterized by the attenuation coefficient
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p. Depending on the investigated system, the attenuation factor can be given as a linear
attenuation coefficient"ﬁ in cm* or a mass attenuation coefficierlt jn cm?/g scaled by the
densityp according to [I'= p™x p. For a known i, it is possible to calculate the thickness of

a material layer in transmission geometry from the transmitted signal intensity.

Using X-ray circular magnetic circular dichroism (XMCD) contrast in STXM, enables to
probe the magnetic properties and dynamics of (nano-)structures with high lateral resolution.
The XMCD contrast is observed when a magnetic material, e.g. Fe or Co, is probed by
circularly polarized light. For resonant transitions, e.g. from 2p to unoccupied 3d levels, a
difference in the transition probability depending on the photon polarization and

magnetization direction can be obser{&4’

3.5 Other Techniques

In addition to the various microscopic techniques, a number of standard ultrahigh vacuum
and surface science techniques have been used in the course of this thesis. These will not be
discussed in detail but rather briefly addressed for the sake of completeness.

Low-energy electron diffraction (LEED) relies the diffraction of low-energy (few to few
hundred eV) electrons at periodic surface structures, e.g. surface atoms or adoftetes.
diffracted electrons are accelerated towards a phosphorous screen, where they produce
characteristic patterns of bright spots. Simple low index surfaces like (100) or (111) give very
simple, regular patterns useful for judging the surface quality. Specific structures such as the
various oxygen reconstructions on Rh(110) can be identified by their characteristic pattern
and selectively prepared under LEED control. It is also possible to judge the adsorbate lattice
of organic molecules such as substituted porphyrins. For these applications, the fingerprint
patterns are usually sufficient, although the technique allows for much deeper insights into the
surface structure when more intricate data recording and processing is applied (e.g. LEED-
|V)l89

Quadrupole mass spectrometry (QMS) is another tool found in many UHV systems. In
mass spectrometry, atoms or molecules are ionized and may subsequently break down into
smaller fragments. The charged fragments, i.e. ions, are filtered according to their mass-to-
charge ratio m/z and detected by a suitable detector, e.g. a Faraday cup or a secondary
electron multiplier® In QMS, the mass filter is comprised of four metallic rods in quadrupole

geometry aligned along the path of the ions. A high frequency quadrupole field is applied to
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the rods allowing only those ions to traverse the filter on a stable path, which are in resonance
with the quadrupole field. Fragments with a non-resonant m/z value are detfe@teel.
observed fragments often allow for the identification of the parent molecule for simple
molecules. In UHV setups, QMS is mainly used for residual gas analysis, quality control of

reactive gasses and temperature programmed desorption experiments.

3.6 Electron Trajectory Simulation

The interaction of electrons and other charged particles with solids is of considerable
interest for a number of research fields ranging from experimental particle physics to electron
microscopy and lithography. For the latter purpose, a number of algorithms and programs are
available that simulated the scattering of PEs in samples. Simulation programs like CASINO

92,93 allow for the evaluation of

(“monte CArlo Simulation of electrth trajectory in ©lids”)
the backscattering behavior by employing Monte-Carlo methods in combination with
continuum models of the sample material. In Monte-Carlo simulations, a large number of
individual processes are simulated with a set of random input variables to give a large number
of individual outcomes, which can be further evaluated by statistical means. CASINO
simulates and tracks the trajectories of individual electrons in a Gaussian beam, randomizing
the starting position, the distance of successive collisions and the scattering angle. Analytical
solutions and tabulated/pre-calculated values (total/partial Cross sections, physical constants)
are used to determine the corresponding trajectory. The simulation ends when the electron
energy drops below 50 eV or if the electron leaves the material and becomes a transmitted or
backscattered electron. Later versions also include the emission of secondary electrons.

A number of values can be extracted from the simulation results, e.g. the penetration depth
into materials, the backscattering coefficientor the average and maximum range of
backscattered electrons. These values often are of relevance for the design and/or evaluation
of and serve to improve the experiments in electron microscopy and other electron beam

based techniques.
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4 Experimental Section

4.1 MULTISCAN Lab UHV SEM/STM

Most experiments presented in this thesis were performed in a commercial UHV system
(MULTISCAN Lab, Omicron Nanotechnology, Germany) with a base pressure of 2% 10
mbar. The main component of the analysis chamber is a UHV-compatible electron column
(Leo Gemini) for scanning electron microscopy (SEM) with a nominal resolution better than 3
nm and, in combination with a hemispherical electron energy analyzer, local AE spectroscopy
(AES) and scanning Auger microscopy (SAM) with a spatial resolution better than 10 nm. In
addition, an STM scanner and tip can be inserted between the pole piece of the SEM column
and the sample to allow for in-situ STM measurements and tip positioning using the SEM
image. The system is described in detail in the doctoral theses of Thomas LuKaanryk

Michael Schirmer? In the following, the main aspects will be briefly summarized.

4.1.1 System Layout

The MULTISCAN Lab UHV system is divided into two main chambers for sample
preparation and analysis and two auxiliary chambers for precursor gas handling and analysis
(in the following referred to as “gas dosing chamber”) and fast sample exchange into and out
of the system (fast entry lock). Samples can be transferred between preparation, analysis and
fast entry lock using linear transfers and a series of gate valves. A system of stainless steel gas
lines connects all chambers. The gas line system allows attaching precursor gasses via CF16
flanges at the gas dosing chamber side and all other gases, e.g. Ar for sputtering, via
MINICAN connectors on a central hub.
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The preparation and analysis chambers equipped with hot-cathode ionization vacuum
gauges (VG, VIG-18) and turbo pumps (Pfeiffer Vacuum, TMU261) plus rotary vane
roughing pumps (BOC Edwards, RV3) as well as ion getter pumps (Varian Inc., Analysis
chamber: Vaclon Plus 500; Preparation chamber Vaclon Plus 150). The status of vacuum
system is monitored by a central interlock system. The fast entry lock can be pumped via the
turbo pump of the preparation chamber. The turbo pumps are separated from the respective
chamber via interlock-controlled gate valves (VAT), which allow shutting down the
vibration-inducing turbo pumps and operating the system using ion pumps only.

The gas dosing chamber is a self-constructed chamber built around a Prisma
QMS/QMA200 guadrupole mass spectrometer (Pfeiffer Vacuum), with the primary task of
precursor gas handling and analysis. It contains a compact full range gauge head (Pfeiffer
Vacuum, PBR 260) for pressures in the range 6ft@06 x 10'° mbar, a Vaclon 8l/s ion
getter pump (Varian Inc.) and a self-constructed titanium sublimation pump as well as a turbo
(Pfeiffer Vacuum, TMUO71P) and roughing pump (Edwards, E2M2) separated from the
camber via a gate valve. Up to 6 precursors can be attached to the gas dosing line in close
proximity to the gas dosing chamber and dosed into the chamber using leak valves.

The complete system (except for the roughing pumps) rests on a table that is vibrationally
isolated from the building by four self-leveling laminar flow isolation legs.

Electronic devices, such as power supplies, pump controllers etc. are mounted in two 19”
racks with a central power supply unit. The electronics of the Gemini SEM Column and the
MATRIX STM control unit are located in separate housing units. The workspace contains
three dedicated computer systems for SEM and AES/SAM, for STM and for lithography
purposes (see Chapter 5.4.1).

4.1.2 Preparation Chamber

The preparation chamber houses the main sample preparation facilities. Figure 4-1 depicts
photographs of the chamber and the main components. A manipulator allows for heating and
cooling (via liquid nitrogen, LB and provides translation within the chamber. The available
heating options (resistive, radiative, electron bombardment) depend on the used sample
holder. The chamber contains a sputter gun (Omicron Nanotechnology, ISE 10) connected to
the gas dosage line, a quartz crystal microbalance (Syscon, OSC-100A), an electron-beam
evaporator for metals (Focus, EFM 3i), a self-constructed Knudsen cell evaporator for organic

compounds, a quadrupole mass spectrometer (Pfeiffer Vacuum, Prisma QMS/QMA200) and a
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retractable LEED system (Omicron Nanotechnology, SPECTALEED). In addition, there is a

self-constructed electron gun for electron irradiation of samples.

Sputter Gun LEED Optics QMs

Electron Filament Quartz Manipulator Electron Beam lon Gauge
Setup Microbalance Evaporator Head

Figure 4-1: Photographs of the preparation chamber with labeled main components.

Reprinted from ref®.

4.1.3 Analysis Chamber

The analysis chamber is depicted in Figure 4-2 and contains the main sample analysis
tools. These are the UHV-compatible electron column (Zeiss/LEO, Gemini) and the
Multiscan STM scanner (Omicron Nanotechnology). In addition, the analysis chamber
contains a sample/tip storage facility (“Sample carousel”) for up to 12 sample/tip holders and
a Prisma QMS/QMA200 quadrupole mass spectrometer for residual and precursor gas

analysis.
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QaMms SEM Column Inlens SE Detector lon Getter Pump of the Gun Chamber

External Wobble Sample STM Cryostat Hemispherical

Electron Stick Carousel Preamplifier Electron Energy
Detector Analyzer

Figure 4-2: Photographs of the analysis chamber with labeled main components.

Reprinted from ref®.

The Gemini column allows for scanning electron microscopy with an ultimate resolution
below 3 nm for 15 keV electrons at a beam current of 400 pA and working distance of approx.
9 mm. The focused electron beam of the column can also be used for electron beam based
lithography (EBL, EBID, EBISA, ...; see Chapter 5) and, in combination with the
hemispherical electron energy analyzer (Omicron Nanotechnology, NanoSAM) for Auger
electron spectroscopy (AES) and scanning Auger microscopy (SAM) with an ultimate
resolution < 10 nm.

The UHV column is based on a standard column used in commercial SEMs (SUPRA and
ULTRA, Carl Zeiss SMT) with a Schottky-type (ZrO/W cathode) field-enhanced thermionic
electron emitte?® The column is built with a crossover-free electron path to minimize
aberrations and a beam booster to increase the beam stability for low beam engygiez)(U
kV). After the electrons are accelerated to the selected kinetic eneggybglthe anode, the
beam booster adds 8 keV to the electron energy before they pass through the lens system
(Ecolumn = €(Usec + Ubooste) = €(Uiec + 8 kV). The increased energy reduces aberrations
especially for low electron energies. The electron beam is decelerated befdre it hits the
sample by a retarding field. This field also acts on emitted SE and BSE, which are accelerated
to the "inlens" detector situated inside the electron column. A schematic of the Gemini

column is shown in Figure 4-3.

32



Experimental Section

Electromagnetic
aperture changer

Field lens

Annular SE-detector
Beam booster

Magnetic lens

Scan coils

Electrostatic lens

Specimen

Figure 4-3: Schematic of the Gemini electron column as used in the MULTILAB system.
The electron source is a Schottky type field-enhanced thermionic emitter. The electrons are
extracted by an extractor voltage and accelerated to the final energy by the anode (top
section). The beam booster adds 8 keV during the transition through the lens system only and
acts as an attractive potential for the emitted SEs and BSE to the inlens-detector (“Annular
SE-detector”.) The beam is focused by a combination of magnetic and electrostatic lenses and
feed through the column in a crossover-free trajectory. The deflection of the electron beam is
realized via scan coils. Reprinted from r&f.

The Multiscan STM scanner is mounted so that it can be inserted between the pole piece of
the Gemini column and the sample surface. The scanner is a Y-shaped piezo assembly, as can
be seen in Figure 4-4. The arms of the Y are formed by the independent x- and y-axis piezos
which are responsible for the in-plane movement parallel to the sample surface. The z-piezo
connects the scanner head / tip holder to the xy-piezos. The scan range of the STM is
specified as 7 pum for x/y- and 1.5 um for the z-axis, with an ultimate z-resolution of 0.01
nm?’ In addition, a coarse drive allows macroscopic movement of the scanner head (Figure
4-4c).
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Figure 4-4: Photograph of the stage assembly of the MULTISCAN STM (a) and schemes
of the scanner (b) and coarse drive geometry (c). The main components are indicated. The Y-
shaped piezo scanner is comprised of individual piezos for in-plane movement (x/y) that form
the arms of the Y while the z-piezo is directly attached to the scanner head that holds the tip
assembly. The coarse drive is realized in apgeometry (c) using piezo motors as well. Tips
assemblies can be exchanged without breaking the vacuum. Photograph and schemes

modified from ref?’.

The tip assembly consists of a mounting (tip carrier) and a wire tip. The whole assembly
(in the following referred to simply as “tip”) can be inserted into the scanner head under
vacuum conditions to allow for in situ tip exchange. The tip has to be removed from the
scanner head for any applications that require tilting of the stage assembly, i.e. AES and
SAM.

The analysis chamber is also equipped with a gas dosage system designed for use in EBID
experiments. Two precursors or reactive gases can be fed into the chamber via leak-valves,
which connect to a stainless steel tube (inner diameter of 3 mm) inside the chamber. The tube
assembly is mounted to a linear transfer system, which can be used to bring the end of the
tube, i.e. dosing nozzle, into proximity (~12 mm) to the sample sutfades is necessary to
achieve the required precursor pressure on the surface during experiments. Based on
simulations with the software GIS Simulator (version ¥.%) is estimated that the local

pressure increase on the sample surface is about 30x for gases likesFer(COCOINO.
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For a fixed background pressure of 3.0 ¥ hibar, this corresponds in a local pressure at the

surface of about 9 x Tombar®®

4.1.4 Sample Holders

The sample holders that can be introduced into the system can be divided into two general
categories: sample plates and VT (variable temperature) sample holders. The sample plates
are metal sheets that adhere to the geometry shown in Figure 4-5. They can be used to mount
arbitrary specimens on top or below such a (windowed) plate if the specimen does not exceed

the size limitations given by the sample transfer system.

a)

Figure 4-5: Technical drawing (a) and examples (b-d) of sample plates. b) Ta sample
plate without specimen, for high temperatures; c) Stainless steel sample plate with windows,
used for mounting standard 3 mm TEM samples, e, 8iembrane; d) Sample plate with

MgO specimen, mounted by spot-welding it in place using of a support foil.
Sample plates can be inserted into the stage of the analysis chamber and investigated using
the available techniques. For maximum compatibility especially with AES, the specimen

should be mounted below a sample plate with window.
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Specimens mounted on top of a sample plate can be prepared by annealing, sputtering and
PVD of metals or organic compounds and analyzed by LEED in the preparation chamber
using the receptacle of the manipulat®ample plates with features that extend below the
plate, like specimens mounted below a window in the sample plate, MUST NOT be
inserted into the manipulator, as they might seize.

The sample plates (and attached specimens) can be heated radiatively or by electron
bombardment using a filament that is integrated into the manipulator below the sample
receptacle. Electron bombardment is realized by a negative high voltage supplied to the
filament vs. the grounded sample plate. Due to the high temperatures in electron
bombardment, sample plates made from refractory metals (Ta, W, Mo) are used. A
manipulator temperature of 950 K/ 677 °C (integrated thermocouple at copper parts) must not
be exceeded; L)\cooling of the manipulator may be necessary to fulfill this requirement.

The VT sample holders present more complex but also more versatile option for mounting
specimens. The basic setup of such a precursor is a molybdenum base plate with four threaded
rods and a tungsten-coated ceramic top plate. The threaded rods can be fitted with spacers,
contact bars, ceramic isolators and other parts to attach the specimen and provide
heating/cooling options. Figure 4-6 shows an example of such a sample holder which was
used for experiments on a rutile B{®10) single crystal. The TiPL10) crystal is held in
place by a 0.1 mm thick Ta foil, and can be heated by electron bombardment via the
integrated filament. In order to accelerate the electrons, a negative potential is applied to
filament and shielding foil (Figure 4-6¢) vs. the grounded Ta Foil and dital. Using this
setup, sample temperatures in excess of 1000 K can be realized.

There is also the possibility of heating samples radiatively, via an integrated (resistive)
PBN heater (e.g. Ag and Au single crystals), or resistively (e.g. for Si samples), via a direct

current.
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Shielding

Cu thermal contact

Figure 4-6; VT sample holder with integrated filament for heating via electron
bombardment: (a) assembled sample holder with,(Ii{®) specimen, (b) side view, (c)

filament level, (d) contacts.
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4.2 PolLux STXM

Scanning transmission (soft) X-ray (spectro-)microscopic measurements were performed at
the PolLux beamline located at the Swiss Light Source (SLS) in Villigen {CHhe
standard STXM setup uses high brilliance synchrotron radiation light that is focused on the
sample by a Fresnel zone plate. Photographs of the PolLux beam line and schematic view of

the beam focusing are presented in Figure 4-7.

% Control electronics

.

Figure 4-7: Photographs of the PolLux beamline at the Swiss Light Source. Left:

overview; right: X-ray focusing, sample stage and detector setup, including schematic.

In order to record an image, the beam is focused for the given X-ray energy and the sample
is raster-scanned through the stationary focal spot, while the transmitted photon intensity is
recorded using a photo multiplier tube. The raster scan is realized via a coarse motor stage for
steps larger than few um and a piezo stage for smaller steps; the stage position is controlled
via interferometric feedback. The lateral resolution depends on the used zone plate and can be
below 10 nnt’ Depending on the experimental requirements, samples can be investigated
under low pressure helium or high vacuum conditions. The latter mode was used in the
presented experiments in order to reduce contaminations due to X-ray or photoelectron
induced deposition of residual gasses. In routine operation, 30 to 40 nm are readily achieved.
Near-edge X-ray Absorption Fine structure (NEXAFS) spectra are recorded by consecutive
scanning of the investigated area with varying photon energy. Magnetic properties of the
sample can be studied by X-ray Magnetic Circular Dichroism (XMCD) measurements using
circularly polarized X-rays, as provided by the synchrotron. An electromagnet mounted in

close proximity to the sample provides the necessary magnetic fields.
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4.3 Samples and Sample Preparation

4.3.1 Rutile TiO»(110)

Titanium dioxide crystals (rutile, (110)-orientation) were purchased from PiKem and
Crystek. The as-received, transparent, yellowish crystals show pronounced charging in SEM
due to the low conductivity of the unprepared crystal, which exhibits a band gap of approx.
3.0 eV During the preparation process, defects known as color centers are formed in
material, which increase the conductivity.

The crystals were prepared by repeated cycles of Ar ion milling (1 keV, # mbar Ar
pressure) and annealing. Annealing was performed in a VT sample holder or on a Ta sample
plate via electron bombardment (indirect, i.e. no electron irradiation of the titania crystal
itself). Temperatures were measured using a pyromete0(2). The annealing temperatures
(1000 to 1200 K) and sputter duration (few min to 1 h) were adapted to the progress of the
surface preparation, which was monitored by AES (contaminations), LEED (long range order)
and STM (terrace size). The characteristic LEED pattern of the(Ti0)-1x1 surface is

shown Figure 4-8.

Figure 4-8: LEED pattern of a rutile Tigf110)-1x1 surface at an electron energy of 54
eV. The samples was prepared by several (>10) cycles of sputtering and annealing as
described above.
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4.3.2 Ag(111)

The Ag(111) single crystal (2 x 10 mm2) with an orientation accuracy <1° was purchased
from MaTecK GmbH, Germany. It was prepared by repeated cycles of Ar ion sputtering
(1 keV, 4 x 1 mbar Ar pressure) and annealing to 850-860 K, followed by a slow cool-
down (15 K/ min) to RT. The annealing is performed in a VT holder equipped with a PBN
heating element for radiative heating. The sample temperature is measured using a type K
thermocouple inserted into a hole drilled into the side of the crystal. A Eurotherm PID
controller is used to provide reproducible preparation conditions.

The surface quality was assessed using LEED, AES and SEM.

4.3.3 Silicon and Silicon oxides

Silicon and silicon oxide are widely used in semiconductor manufacturing and research
and thus are readily available in high quality and quantity. Silicon samples used during the
course of this thesis were purchased from the Materials Institute, Warsaw (PL). The laser-cut,
polished (100) and (111) samples (10 mm x 1 mm, thickness 500 pum) are stored under
ambient conditions, which leads to the formation of a thin layer of silicon oxide, (&
nm, depending on the conditions). This native,S&yer has been shown to be suitable for
EBISA without any treatment.

Clean, atomically ordered Si(100)-2x1 a Si(111)-7x7 can be prepared by resistive
annealing of the sample in UHV. This process removes thgl&yer via the reaction SiCr
Si — 2 SiO and subsequent thermal evaporation of the silicon monSkigiiest, the sample
is degassed at red-glowp¢l = 0.8 A, Teyrometer ~ 1000 K) for at least one hour. After
degassing, the sample was flash-annealed, i.e. the sample was subjected to groups of five
times 5 seconds of high current heating followed by 10 seconds of cool-down for increasing
currents. The currents were 1.5A%200 K), 2.4 A£ 1330 K), 3.5 A€ 1430 K) and 4.2 A
(= 1500 K). After a last set of flash-annealing steps, the current was set to 0.8 A and slowly
reduced to zero over 10 min. This procedure yields clean (checked by AES) and well-ordered
surfaces (LEED and STM) for both Si(100) and Si(111).

Thin SiG, and SiQ layers on Si surfaces were either purchased (300 nm thermal oxide,
Crystek GmbH) or prepared by annealing the freshly prepared Si(100) surfageimaed
defined conditiong?
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4.3.4 Silicon Nitride Membranes

Transmission microscopy techniques such as STXM and TEM require transparent samples.
Thin silicon nitride membranes are a common choice for solid supports. Such membranes
(200 nm, 500 pm x 500 um, on TEM-standard 3 x 3 mm Si frames) were purchased from
Plano EM, mounted on a self-constructed sample plate (see Chapter 4.1.4), and used without
further treatment.

It is known that SIN membranes also exhibit a native oxidation layer when stored under
ambient conditions for a prolonged tirfé.This native oxide has also been activated using
the electron beam in the EBISA procéss?

4.3.5 STM Tips

STM tips were prepared by electrochemical etching of 0.3 mm tungsten wire using a

modified wire loop approacti® 1%The schematic view is given in Figure 4-9.

Figure 4-9: Schematic view of the wire loop setup for electrochemical etching of STM tips
from tungsten wire. Reprinted from r&f.

A Pt/Ir loop was used as the cathode, while the tungsten wire acts as the anode in the
etching circuit. An aqueous solution of KOH (2 to 5 mol/l) is used as the etchant. In this
setup, the tungsten wire extends through the drop of KOH solution suspended in the wire
loop. When a DC voltage is applied, the overall reactibs) + 2 OH™ + 2 H,0 —

Wo;~ + 3H,(g) proceeds to dissolve the tungsten wire. The etch current is controlled in this

case, as this allows to directly influence the etch rate. The solution is carefully replaced once
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the evolution of hydrogen bubbles ceases. When the wire breaks due to the etching process,
the lower part falls down and is collected, as this part of the etched wire yields the most
promising tips.

The as-bought W wire is straightened and cleaned using isopropanol in an ultrasonic bath
before use. As a first step, a rough etch is performed at 35 mA until the wire diameter is
sufficiently reduced (approx. to 20% of the original diameter, approx. 3 min etch time),
followed by a fine etch at 3 mA, which yields the final tip (5-10 min).

The tips are cleaned immediately by a thorough, careful rinse with distilled water and
inspected using optical and scanning electron microscopy (MA40, Carl Zeiss Microscopy
GmbH). Figure 4-10 shows a series of SEM images of tips prepared according to the
described procedure. The tips are selected according to their sharpness and general shape
(short, concave tips are preferred) using such SEM images. Suitable tips are installed into a tip
assembly, which is then transferred into the MULTISCAN Lab system and used without

further treatment.

a) b)
300 pm
I

Figure 4-10: SE micrographs of an STM tip at increasing magnification. The tip was

prepared by electrochemical etching of a tungsten wire using 2 mol/l KOH solution in a two-

step rough/fine etching procedure. See text for details.
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4.4 Precursors

4.4.1 Iron pentacarbonyl - Fe(CO)

Iron pentacarbonyl (Fe(Cg)was purchased from ACROS Organics with a specified
purity of 99.5%. The quality of the precursor gas was analyzed with a quadrupole mass
spectrometer in a dedicated gas analysis chamber (base pressuré gbatp Figure 4-11
contains a mass spectrum of Fe(g@fer purification by repeated exposure to vacuum for
short amounts of time; the probable fragments are indicated. The main fragments are
separated by 28 m/z, which corresponds to the loss of one CO ligand.

The purification process removes the CO that is produced due to aging, e.g.
polymerization, of the precursor. In order to fabricate nanostructures in a process that involves
autocatalytic growth, it was found that the Fe/CO (m/z = 56 vs. m/z = 28) peak intensity ratios
can be used as an indicator for the gas quality. A ratio of at least 0.05 is required for
successful growth experiments.
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Figure 4-11: Mass spectrum of Fe(Cé&xecorded in the gas dosing chamber at a pressure
of 3 x 10" mbar. Fragment species are indicated for the most prominent m/z features. The
natural isotope pattern of irorr{Fe ~6%,°Fe ~92%,>'Fe ~2%) is responsible for the peak

triplet observed for Fe-containing fragments.
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4.4.2 Cobalt tricarbonyl nitrosyl - Co(CO) sNO

Cobalt tricarbonyl nitrosyl (specified puritior synthesiswas purchased from abcr GmbH
& Co. KG. Figure 4-12 contains a mass spectrum of the compound; probable fragments are
indicated. A peak separation of 28 m/z indicates loss of a CO, 30 m/z indicates loss of NO.
Similar to Fe(CQ), the Co/CO ratio (m/z = 59 vs. m/z = 28) was used to monitor the gas
guality. The commonly observed values are greater than ~0.1, which is sufficient to facilitate
both EBID and autocatalytic growth. Precursor gases of lower ratios have not been
investigated in detail.
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Figure 4-12: Mass spectrum of Co(Ce¢NO recorded in the gas dosing chamber at a
pressure of 3 x 10 mbar. Likely fragment species are indicated for the most prominent m/z
features.

4.4.3 Dicobalt octacarbonyl - Ca(CO)g

Dicobalt octacarbonyl (specified puritior synthesiswas purchased from Merck KGaA.
The red, coarse powder is shipped under Argon and contains n-Hexane as a stabilizer. During
the purification process, the n-Hexane is pumped off by careful evacuation of the precursor
container. Due to the low decomposition temperature (approx. 60 °C), heat-assisted degassing

is not possible. Thermal decomposition at elevated temperatures (>40-50 °C) was found to
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leave a reflective Co film on the inside of the glass container due to a CVD process. At room
temperature, conversion to a black powder is observed after prolonged exposure to vacuum
once the stabilizer is removed. This is consistent with reports of dimerization,(6@p

and release of CO under vacuum conditions, e.g. studied by Tannenbaum &#d Bor.

)
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Figure 4-13: Mass spectrum (log scale) of £L860) recorded in the gas dosing chamber
at a pressure of 3 x Ibmbar. The separations between the peaks correspond to missing

atoms or groups of atoms and are indicated by blue (CO), yellow (O) and green (C) markers.

It was observed that at low temperatures (2-6 °C) and under vacuum, stabilizer-free
Coy(CO)s powder undergoes Oswald ripening via sublimation, leading to the formation of
larger (mm-sized) grains. The timescale under those conditions is months. It was observed
that these grains sublimate very easily under vacuum conditions and do not leave black
residue. In order to exploit this behavior, an apparatus was built for more rapid vacuum
recrystallization of the material. The setup is presented in Figure 4-14,(E@)p feedstock
is placed into glass vessel under inert gag é4d attached to a fine vacuum pump (p € 10
mbar). The stabilizer is removed by pumping at 20 °C for some minutes. Then, the tube
bottom is placed into a heat bath (35 °C), while an ice bath is added further up the gas stream.
The Cg(CO) sublimates at the heated bottom and solidifies at the cooler regions to form
bright red, translucent crystals.
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Figure 4-14: Setup for the vacuum recrystallization of ,(@0). The feedstock of
Coy(CO) is carefully degassed to remove the stabilizing agent (hexane) and slowly heated up
to about 35 °C under vacuum. An ice bath is added to the outside of the reaction vessel
further up the gas stream. In the course of about 30 min, reCOQ® crystals are formed at
the cool sections.

Unfortunately, it was not possible to evaluate the impact of the recrystallization on the
EBID/EBISA behavior, as it was not possible to dose any@o) into the analysis chamber

after the first experiment (see Chapter 6.5 for further details).

4.5 Electron trajectory simulation

The software package CASINO (2.%#2provides tools for the simulation of backscattered
electrons (BSE) trajectories using Monte-Carlo techniques. The program version 2.42 does
not allow for the simulation of secondary electrong{E 50 eV).

In order to set up a simulation, one has to specify the geometry and chemical composition
of the sample in a first step. The geometry in CASINO 2.42 is limited to planar samples,
which can be divided into parts of different composition. Horizontal stacking of regions can
be used to simulate grains boundaries, while vertical stacking of regions is a model for
layered substrates. It is also possible to simulate freestanding membranes. The thickness,

chemical composition and density of each layer can be specified individually. The setup of the
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electron beam includes PE energy, angle of incidence and beam diameter (Gaussian beam)
and number of electrons to be simulated. It is also possible to change the underlying physical
models used for the simulation.

While CASINO 2.42 is a single-thread application, i.e. it does not support modern multi-
core processors, it is possible to increase the simulation output by running parallel instances
of the program. In the simulation, the trajectories of individual electrons are simulated, while
the relevant data is collected. The software discards the trajectory data once the cut-off energy
(usually E<50 eV) is reached or the electron exits the simulated model, i.e. only the resulting
information is recorded.

The results of a simulation run are displayed in the GUI, mostly in the form of histograms.
The histograms can be exported as images or in the form of raw data, which can be further

processed in external applications to extract the BSE exit radius and other information.

4.6 Software and Data Processing

Scanning tunneling microscopy data was recorded using MATRIX V3.0 and V3.1
(Omicron Nanotechnology). Since MATRIX application offers no (or very limited via
VERNISAGE) data processing capabilities, the micrographs are processed using WSxM
(Nanotec Electronica S.L® WSxM is freeware and provides versatile functionality for the
processing of scanning probe microscopy data, especially AFM and STM, and is able to
import most standard file formats used in such environments. The most recent development
versions of WSxM were used, i.e. WSxM v5.0 Develop 1.2 to 6.0.

Auger electron spectroscopic data was recorded using EIS v.2.4.24.97 and after a system
upgrade using MATRIX for electron spectroscopy V3.1. The spectra were processed using
Igor V6 (Wavemetrics). Commonly, the raw data was slightly smoothed using the integrated

algorithms. Peak areas where determined by numerical integration.

The STXM data were analyzed using aXis200@i¢orn.mcmaster.ca/axis2000.hjml
aXis2000 is an IDL-based GUI for the processing of X-ray absorption micrographs and
spectra, which was developed for that purpose and includes all the relevant data processing
features. This includes convenient extraction of spectra from the recorded data and conversion

from transmission to optical density data.
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5 Lithography

The fabrication of arbitrarily shaped nanostructures by any focused electron beam
technique, be it resist based electron beam lithography (EBL), EBID or EBISA, requires
precise, spatio-temporal control of the electron beam point of impact. In industrial processes,
like mask fabrication for photolithography, dedicated electron beam writing tools from
companies like Raith, JEOL, Crestec or Vistec/Leica are used. Most of these systems are
optimized for high electron energies (50 — 100 keV) and rely on electrostatic beam deflection.
They incorporate advanced features like write field stitching, nm-precise sample positioning,
proximity effect corrections and clean-room compatibility.

In contrast to these dedicated systems, there is also a possibility of using the focused
electron beam of a conventional SEM for lithography. In the simplest case, this can be
accomplished with the standard scan modes of the SEM imaging software, while more
advanced lithography is possible by adding dedicated beam control features, pattern
generators and a fast beam blanker. Such systems are referred to as lithographic attachments.
There are a number of commercial systems available, e.g. NPGS (JC Nabity Lithography
System&? or Elphy Quantum (Raith GmB®) which can be added to the SEM’s external
inputs to turn it into a nanofabrication tool.

In the following chapter, the lithographic systems that are available at the UHV-SEM wiill
be discussed in detail. It will be shown that the available solutions do not allow for full
control of all aspects of the electron beam, which can pose problems when used for
fundamental research. This is followed by an in-depth explanation of the development and
working principles of the self-constructed lithography system “NanoScribbler”, which is
tailored to the specific experiments and requirements of FEBIP research, with a special focus
on the MULTISCAN Lab UHV-SEM.
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5.1 General Considerations and Terminology

In electron beam based lithography, there are a number of important input parameters and
strategies which potentially define the properties of the fabricated structure on the surface and
thus have to be considered when a lithographic system is used. One determining parameter for
most applications is the primary electron dose, which, for standard Gauss profile beams,
depends on the PE beam current and the residence time of the electron beam (dwgll time, t
Obviously, these parameters suffice for spot irradiations, but for line and area structures also
the step sizax, i.e. the distance between two adjacent beam positions on the surface, has to
be defined. This means that one has to distinguish between different types of electron dose:
the spot or point dosesdin pC or nC), the line dose @n C per distance, usually cm) and the
area dosel(in C per area, usually cm?).

There are two different approaches to the lithography protocol: raster scan vs. vector
scan'® In raster scan mode, the electron beam is directed along the same path as it would for
a raster image scan, but for all positions that are not part of the design pattern, the beam
would be blanked or skipped to the next position, thereby only exposing the targeted positions
to electrons. The second, more common, approach is known as vector scan. In essence, the
design pattern is broken down into a list of coordinates (“vectors”), which are sequentially
approached and thus exposed by the electron beam. The main advantage of the vector scan
approach is the shorter writing time compared to the raster scan, as it is not necessary to raster
scan every position of the surface. There are also hybrid approaches and more intricate
designs like shaped beams and so forth, which will not be discussed in detail. The interested
reader is referred e.g. to the Handbook of VLSI Microlithograffy.

5.2 Technical aspects

Most commercially available SEMs feature so-called external scan inputs, which are
typically occupied by X-rays spectrometer appliances (EDX or WDX). For historic reasons,
EDX or WDX systems usually are not designed for digital control of the SEM but rather add
their own beam positioning by supplying control signals to the SEM via an external scan
interface. The external scan inputs accept DC voltages to control the beam deflection unit of

the SEM and can certainly also be used for lithography purposes. Scanning a pattern can be
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accomplished by supplying the appropriate beam positions as DC signals. The input voltages
are generated by digital-analog-converters (DACs) and supplied to the SEM via the external
inputs, were they are transformed to be fed into the beam deflection unit. Figure 5-1 contains
a schematic of the internal and external connections of the SEM control electronics that are

used for signal generation.

SEM electronics PC UserInterface
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Figure 5-1: Schematic of the internal and external connections of the SEM control
electronics used in signal generation. The digital interface (top right) connects to interface
card of a PC running the SEM applications (SmartSEM, RemCon32) and supplies
configuration data to the internal DACs, which supply the patterns during standard
operation. The analog inputs for beam x- and y-deflection accept £10 V input signals via
standard BNC connectors. Either type of signal is converted to the appropriate current for

driving the magnetic scan coils by the analog scan board.

Zeiss SEMs work with high resistance inputs (BNC jacks) and an input voltage range
of -10 V to +10 V for x- and y-deflection. The input voltages are interpreted as proportional
deflections form the center position, i.e. the beam is centered for an input of 0 V for x and y.
The deflection amplitude is not only dependent on the applied voltage input, but also on the
magnification selected in the SEM software, so that accessible beam positions are restricted to
the current field of view of the SEM image scan.

To be precise, the SEM images are recorded with an aspect ratio of 4:3, while the

accessible beam position is based on a square field, i.e. 1:1 aspect ratio. This means that the
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external inputs can direct the beam to some positions above and below the SEM image, but
not to the left and right (see Figure 5-2).

As an example, for a magnification of 1000x corresponds (field of view: 114.3 um by
85.8 um) an signal sweep from -10 to +10 V on the x-input (while maintaining 0 V at the y-
input) produces a line of 114.3 um in the center of the image, while the same sweep would
produce a line of 11.4 pum for a magnification of 10 kx (field of view: 11.4 by 8.58 um?). As a
consequence, the (theoretical) minimum step sieq,, varies with the selected
magnification. The minimum step SiZ&n,, is defined by the minimum separation of the
voltage levels of the input source and represents not only the smallest separation of two
adjacent beam positions, but also defines the grid of accessible points on the Axfade.
equal to the FOV width divided by the number of available levels of the used digitals-to-
analog converter (DAC). The voltage levels are effectively pixel coordinates Brx "2
plane, where n is the bit resolution of the applied DAC. For a 12 bit DAC, theré’are 2
4096 different voltage levels, which corresponds txai, of 27.9 nm at 1 kx magnification
and 2.79 nm at 10 kx. The different fields of view and reference systems are juxtaposed in
Figure 5-2.

For lithography purposes, the magnification can be chosen to fit the size of the designed
structures (AWGSs, NanoScribbler) or set to certain defined fields of view (Elphy Quantum). It
is also possible to set the magnification according to the required minimum step size.

The Gemini column uses an electromagnetic deflection system to feed the beam through an
aperture disc with current-liming apertures to select the beam current. In order to blank the
beam, it can be directed onto a solid section of this disc where the electrons are absorbed. This
electromagnetic internal beam blanker is slow (> 50 ms) compared to a dedicated,
electrostatic beam blanker. In addition, it can only be controlled via user interaction or via a
remote interface (RS-232) of the SEM software. In either case, the latency is considerable,

which limits the use for lithography.
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Figure 5-2: Reference systems for the beam position. a) SmartSEM and beam field of view
(FOV) in real space coordinates (x|y); b) Proportional deflection and corresponding DC
signal (U|U,); c) Binary representationi|k) with n being the bit resolution of the DAC. The
binary grid defines all positions on the surface the beam can target without further signal

processing.
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5.3 Available Lithographic Systems

5.3.1 SEM Software

The simplest form of lithographic beam control is the use of the built-in scan programs of
the SEM software. The SmartSEM software provides image, line and point scans that can be
used to fabricate area, line and spot irradiations. Those scan programs are optimized for
imaging applications and thus using them for lithography can have serious drawbacks: there is
no or very limited possibility of arbitrary shape exposures, the timing parameters are fixed
and the dose calculations are far from intuitive due to waiting and replenishment times.

Two examples of EBI deposits fabricated using only the SmartSEM scan modes are
presented in Figure 5-3. On the left, a peculiarly shaped crystallite on a gold (111) surface
was decorated with an S-shaped feature by activating the spot mode and manually moving the
cursor slowly along the desired path (a). This “hand writing” method can be considered as a
simple form of lithography. The resulting feature is made up of what is usually considered as
“beam damage”, i.e. most likely a thin carbonaceous deposit. Obviously, there is hardly
precise control of the shape and the dwell time, i.e. the time spent at the various positions
along the path, is inhomogeneous.

The image on the right shows TiQ, deposits from titanium tetraisopropoxide (TTIP) on
Si(100)%* *°The imaging mode was used to expose two rectangular areas (dashed blue); the
line mode was used to fabricate two crossing lines and the spot mode was used for two point
irradiations (red circles). The most prominent features in that image are large deposits at the
start of the line scans (green circles) and of the image scan (blue circles). These are
unintentional deposits, i.e. artifacts, which were caused by the synchronization and beam
settling periods that are part of the image and line scan rottiering these periods, the
beam is stationary at the starting coordinates of the respective structures, and thus, there will
be an undesirable EBI deposition of material. To a lower extent this can also be seen at the
beginning of each new line in the image scan (blue ellipses).

It is immediately apparent from Figure 5-3 that the use of the SEM software for
lithography is restricted to preliminary and test exposures or as a measure of last resort if no
alternatives are available.
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Figure 5-3: Examples of lithographic EBI deposits using the SEM software. (a) Au(111)
single crystal surface with a conspicuous crystallite that was decorated with an S-shaped
feature by dragging the spot exposure marker manual along the desired path, creating a
carbonaceous deposit from residual gases. (b).@jCstructures by EBID of titanium
tetraisopropoxide (TTIP) using the spot, line and image mode of SmartSEM. The blue and
green circles and ellipses highlight artifacts (unintended deposits) due to the peculiarities of

the scan modes. The red circles mark spot exposures. Reproduced from Sehirmer

5.3.2 Elphy Quantum

Elphy Quantum (Raith GmbH, Germany) is a commercial lithographic attachment for
SEMs and focused ion beam (FIB) systems. It consist of a software component (“Elphy”),
which includes a GUI-based pattern design and exposure control application, and a dedicated
PCI scan board (“Quantum board”) with 16 bit, 2.5 MHz DACs. The scan board also features
additional DACs for alignment, a TTL output for controlling a (dedicated) beam blanker and
an ADC to record SEM images from the SEM'’s signal output BNC. In principle, this
attachment can be used for any kind of e-beam based nanostructuring, but its target
application is resist based electron beam lithography. In this regard, it allows for highly
complex nanofabrication procedures by providing high resolution lithography, stage control,
field stitching, write field alignment and so forth. The GUI based pattern design software can
be used to prepare patterns to suit the need of virtually any experiment. It is also possible to
import standard GDSII and other pattern files.

The system can be combined with a dedicated high-speed beam blanker. A beam blanker is
a beam deflection device that is inserted into the electron column of an SEM to be able to turn

the beam on and off very quickly. The use of electrostatic deflection elements allows for very
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high switching frequencies and very short switching tim&$he absence of such a device in
the UHV-SEM limits the use for EBID experiments in some cases.

In addition, for EBL mainly the precise beam position and accurate dosing are required,
while advanced timing options like fast repetitions for multiple-sweep exposures or waiting
times are not supported. These timing options can play an important role in the EBID process,
as e.g. replenishment times strongly influence the morphology and even the chemical
composition of an EBI depogit’ 112114

As a consequence, using Elphy Quantum for EBID in the MULTISCAN Lab can result in
exposure artifacts which range from non-critical to major issues that compromise entire
structures. A selection of typical artifacts in EBID structures is presented in Figure 5-4.

Figure 5-4a shows dot artifact in the top left corner (see arrow). This dot is the result of the
beam being stationary during the switching of beam control from the SEM software to the
lithography application. The switching process itself can take from 100 to 300 ms and
requires user input, which further increases this time span.

Figure 5-4b shows several larger, circular deposits caused by the beam being stationary
during the exposure as a result of data processing in a more complex pattern. Unlike before,
these stationary phases are caused by the Elphy system itself as part of the lithography
process. The pattern generator calculates the beam coordinates and transfers them to the DAC
memory before they are exposed. Individual pattern components are computed separately and
are transferred to memory one by one. If the computation is not completed before the next set
of coordinates is required, the beam stops, i.e. remains stationary, to wait for further input. In
a system that is equipped with a beam blanker, the beam would be automatically blanked on
such occasions. In our setup, the beam remains unblanked and thus the electrons cause further
deposition from precursor molecules on the surface. It is not possible to direct the beam to a
non-critical position during these update times or control the timing of these events in Elphy
Quantum.
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Figure 5-4: EBI deposits fabricated using Elphy Quantum with artifacts due to missing
beam blanker. (a) Fe patterns from Fe(GOh Si(100) at 200 K. The white arrow marks the
deposit at parking position of the electron beam that is irradiated between end of exposure
and the manual beam blank. (b) Complex EBID Fe logo from Fg(@©0).7 nm Si@Si(100)
produced by repeatedly exposing the same structure 1000 times. The white arrow marks one
of several circular artifacts due to the stationary, unblanked beam during the data processing

of further elements of the pattern.

The type of artifact shown in Figure 5-4b is very pronounced for multi-sweep exposures. A
multi-sweep exposure is realized by repeatedly exposing the same pattern at a fraction of the
total dose, usually to avoid or reduce proximity effects. It is an uncommon mode of operation
in resist based EBL and thus not natively supported by Elphy Quantum.

In summary, Elphy Quantum is a powerful tool for converting SEMs and FIBs to
nanofabrication tools. It is not, however, an ideal tool for fundamental research that requires
precise control of additional electron beam parameters besides the basic ones (electron dose,
step size, dwell time, pattern coordinates). The lack of support for advanced timing and
exposure options, like fast-repeating multisweep exposures, the inability to program a
temporally defined course of events and the limited control of the beam during memory
updates limits the use of the Elphy Quantum system for FEBIP in a basic research context.

5.3.3 Arbitrary Waveform Generators

A first step towards full control of the exposure in terms of timings, multi-sweep exposures
and implementation of a continuous exposure strategy was to use arbitrary waveform
generators (AWGS) for beam control. AWGs are essentially standalone DACs optimized for

the generation of periodic voltage or current signals, e.g. sine or square waves or other test
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signals for circuit testing, signal simulation and so forth. Using an AWG with a waveform
that corresponds to a pattern in vector form, the voltage output can control the electron beam
via the external inputs of the SEM. In order to use the full FOV of the SEM, a pair of AWGs
(x/y) or a dual channel AWG is required.

In our setup, two HP 33120A with a DAC resolution of 12 bit (4096 unique voltage steps
between -10 and +10 V) and a memory of 16,000 saiple®re used mainly for line
exposures in single and multi-sweep mode. For simple line exposures, a sawtooth-type wave
is supplied to the x-AWG, which moves the e-beam from one edge of the FOV to the opposite
one. The y-AWG is necessary for more complex shapes were y-deflection is required, i.e.
essentially for all 2-dimensional structures. In addition, it was observed that there are some
artifacts for line exposures at very high beam speeds, which can be partially counteracted by
appropriate compensation signals on the y-channel (see Chapter 5.4.7).

The patterns were prepared either manually as a table of values in .csv format or
automatically using a GUI-based software suit (Agilent IntuiLink Waveform Editor 1.6.0,
2008). The pattern, amplitude and timing information were transferred to the AWGSs via an
RS-232 connection. An additional TTL pulse generator (UPG 100, ELV) was used to
synchronize the x- and y-AWGs. The synchronization of the two independent AWGS is not
perfect, which can lead to artifacts (Figure 5-5).

With this setup it is possible to irradiate line structures in single and multisweep mode with
defined step sizes, dwell times, waiting times and most importantly without artifacts due to
unscheduled breaks in the pattern output. The absence of a dedicated beam blanker in the
system is an issue, but the position of the beam during e.g. waiting times can now be
controlled by the user. It is for example possible to direct the beam to a waiting position, were
the resulting artifact does not affect the deposition of the intended nanostructure (c.f. Figure
5-5, right side).

Despite these improvements, the AWG-based lithography still suffers from a number of
drawbacks that hinder the routine operation of such a setup. A major one is the limited
memory size of the HP 33120A. At 16,000 samples, i.e. coordinates, the achievable
complexity of the structures is quite limited and it is almost impossible to fabricate area
deposits like filled squares and the like. In addition to the lack of memory, the 12 bits of
output resolution translate to a minimum step size that is 1f460e FOV width compared
to the 1/65538 offered by the 16 bit DACs of the Quantum board. This in turn also limits the
size of the structure for a given step size. A defined step size of 10 nm results in a maximum
structure size of (40960 nm)2 using the AWGS, and (655360 nm)2 for Elphy Quantum.
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Figure 5-5: Examples of EBI deposits exposed using two HP 33120A arbitrary waveform
generators. Left: 2D shape, multi-sweep exposure, TTIP on Si(100); right: multi-sweep line
exposures, IPC on 300 nm $iSi. The image on the left shows a test logo that uses half of
the available memory of the AWGs. All lines are single-pixel wide. The artifacts (arrow) are
attributed to synchronization issues of the x- and y-ARB. The sweep frequency is 50 Hz with a
pixel dwell time of 5.6us. The micrograph on the right contains an array of 45 pm wide lines
with 625 Hz repetition frequency. The dark areas at the start and end of every line are the
result of intentional, predefined beam parking at those positions. The line segments in the

middle remain unaffected by the parking artifacts.

Additional problems arise from the slow data transfer of the RS-232 connection (few
seconds per pattern), the imperfections in the synchronization of two independent AWGs and
also the lack of a suitable GUI for faster processing. Dedicated lithography programs
calculate the U(t) pattern from the real space representation of the pattern, whereas the
IntuiLink Waveform Editor requires composing waveforms directly as a U(t) pattern. This is
almost impossible for complex patters.

The AWG setup allows for more control of the exposure parameters compared to the Raith
system, especially for fast multisweep exposures, works well for simple structures, and also
provided valuable insights into the workings of the external-input based lithography, but still

suffers from a number of hardware and software limitations.
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5.4 NanoScribbler - a custom lithographic attachment

The experiments using the AWGs showed that it is possible to use generic DAC hardware
for the control of the e-beam position via the external inputs, and that limitations due to the
missing beam blanker can be overcome by the exposure design. Based on this knowledge, a
lithography setup was developed with off-the-shelf hardware and self-programmed software
and named “NanoScribbler”.

The aim of NanoScribbler is to provide a convenient user interface for the fabrication of
nanostructures for scientific purposes with full control over all relevant parameters and no
restrictions due to limitations of commercial products. The main focus of the software part of
NanoScribbler is the reliable and reproducible fabrication of test patterns with high precision
and versatile scanning modes, e.g. multi-sweep exposure and defined waiting times, while not
relying on a dedicated beam blanker. In the following chapter, this setup and some of the

development steps will be discussed in detail.

5.4.1 NanoScribbler Hard- and Software

The hardware of this project is comprised of a workstation computer with an off-the-shelf,

PCl-express based DAC card. The requirements for the card were:

» Large memory to avoid stopped beam incidents due to data transfer (>8 MS)
* Fast sampling rate to allow for fast write speeds and flexible timings (>5 MS/s)
» Sufficient DAC resolution (>12 bit, 4096 steps).

» Synchronized dual channel output to avoid synchronization errors

e Hardware timing, i.e. OS-independent clock

The selected M2i.6021-exp (Spectrum Systementwicklung Microelectronic GmbH,
Grosshansdorf, Germany) is a dual channel PCl Express card with 14 bits of output
resolution, sample rate of 60 MS/s and 128 MS of onboard memory. The standard output
range of £3.3 V is amplified to £10 V using a specially designed amplifier module (Mi.6xxx-
Amp). The internal clock provides sampling times ranging from 1 gvd (kHz) to ~16.7 ns
(60 MHz). The supported output modes are single shot (i.e. single exposure), multi shot (i.e.
multi-sweep exposure) and streaming output, in which case the onboard memory acts as a
FIFO (first in first out) buffer.

In addition to the DAC card, the workstation is also equipped with a PCI board for the

stage position readout (IK220, Dr. Johannes Heidenhain GmbH, Traunreut, Germany) and
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another PCI board that provides four RS-232 channels. These are used for connections to
various compatible devices. The most important connection is made to the SEM computer,
which runs the server program RemCOK32Appendix A — Communication Protocols) that
enables remote control of the SEM. In addition, the vacuum gauges controllers (analysis
chamber: PGC2; preparation chamber: NGC2, Arun Microelectronics Ltd.) provide pressure
data via this interface. For future use there is also a connection to the stage control subsystem
of the Matrix Control Unit (see Chapter 5.4.8). A schematic of the connections is shown in

Figure 5-6.

........... N lon Gage
RS-232 : Analysis Chamber
SEM PC _____ > lon Gage
P Preparation Chamber
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L CRLEERTEE ’
r 3
Iproprietary NanoScribbler
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A 4
A
SEM Electronics [ » Matrix CU
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Figure 5-6: Connection diagram of the NanoScribbler system. RS-232 connections are
available for pressure readout of the ion gauge controllers (PGC2/NGC2, Arun
Microelectronics Ltd.), for stage control via the Matrix CU, and for SEM control via the
RemCON32 server running on the SEM PC. The latter is connected to the SEM electronics
via a proprietary interface using a standard SCSI cable. The control voltage conneggon U

comprises two separate coax cables (BNC on SEM electronics, SMB on DAC side).

The workstation (Core i5-660, 4 GB RAM) runs on Windows XP (32 bit) and provides a
LabVIEW 8.6 (National Instruments) installation as the software development platform.
LabVIEW was chosen as the development platform after some test experiments using a
legacy DAC board which showed promising results. LabVIEW is well-suited to all kinds of
measurement and control tasks, is an easy to learn, high level language and offers a large
library of complex functions and subroutines. It also provides very simple access to the
implementation of a graphical user interfaces (GUI). In addition, it makes implicit use of

multiprocessor environments if applicable. Alternative programming languages like C/C++ or
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others may offer faster and more optimized machine code, but as the exposure runs
independently of the OS and GUI on the M2i.6021-exp board in our case, the code execution

is not primarily time-critical.

5.4.2 Graphical User Interface Layout

NanoScribbler is designed as a compilation of tools that can be accessed from a main
graphical user interface (Figure 5-7). These tools are separate entities (virtual instrument or
VI in LabVIEW terminology) that are called from the main window and open up a new GUI
sub-window (sub-GUI), were the respective tasks are performed. Only one sub-window can
be active at a time. The sub-GUIs contain the interface elements, i.e. data in- and output fields

and command structures like buttons, and provide a frontend to the algorithms.

=l
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STMcanst: STMsquare

STM constant | STM squared |

Figure 5-7: NanoScribbler main window. All lithography tools are accessible from this

screen.

LabVIEW is a high-level graphical programming language, which means that the program
code is actually a 2D diagram with functional entities representing the various elements of
conventional programming. Icons represent GUI elements, functions and constants, and are
connected by wires which determine the data flow and, implicitly, also the program flow. Sub

programs can share program code in the form of sub-Vis, which are comparable to user-
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defined functions in most aspects. In addition to the common properties of a function, sub-VIs
can also contain a GUI.

The available tools at the time of writing were the following:

* MakelLine: line fabrication, including compensation of double lines, multi-sweep
exposures, arbitrary waiting times

» MakeCircle: circle fabrication (filled circles currently unsupported)

» Rechteck: fabrication of filled rectangular shapes and dot arrays

»  PNGExposure: import of bitmap data (.png)

» XLSExposure: import of coordinate arrays from spreadsheet data (.xIs, .csv)

» FileExposure: exposure of saved, pre-computed patterns (currently MakeLine only)

» STMconstant/STMsquared: patterns for STM experiments

» ShowPattern: 2D display of the pattern currently stored in the LV buffer, including
simple exposure animation

» Setup: COM port assignment etc.

* RemCon: legacy tool for semi-automated AWG exposures

* Neunpunkt: legacy tool for the fabrication of simple dot arrays

All exposure tools prepare pattern data according to the common data structure, transfer
the data to the DAC memory, and call a common GUI for the actual exposure control. This
setup allows for the fast development of new modules to expand the capabilities of the

exposure program.

5.4.3 Data Structure

The exposure data in NanoScribbler is organized as data cluster structure that contains the
necessary exposure parameters, the pattern data as well as system parameters and pattern
information. The pattern data structure is set up to directly match the memory structure of the
M2i.6021 DAC card. In a dual-channel output setup, as is commonly used in NanoScribbler,
the internal memory is divided into two parallel arrays of output values, i.e. one array for each
channel. The individual memory blocks are 2 byte, i.e. 16 bit, data words that contain the 14
bit, signed integer representation of the output voltage. The two unused upper bits will be
ignored in the standard case. VIs supplied by the DAC card manufacturer allow to directly
wire standard 16 bit integer arrays to be transferred to the DAC meBwoeyto technical

reasons, the length of the integer array has to be a multiple of 8. Upon exposure start, the
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array values are sequentially transferred to the DAC chip and output with every clock cycle of
the sampling clock.

The exposure parameter part of the data cluster contains the required sample clock and the
loop count for multi-sweep exposures. The sampling clock is generated by an onboard PLL
circuit from the 10 MHz master clock of the card with selectable sample clock rates ranging
from 1 kHz to 60 MHz (in 1 kHz increments). The corresponding sample times range from 1
ms at 1 kHz (1 kS/s) to 16.6 ns at 60 MHz. Longer or non-matching dwell times require a
workaround, which will be discussed in Chapter 5.4.4.

The loop count (Ic) determines the number of repetitions of the pattern exposure. The data
format is 32 bit unsigned integer, i.e. 1 .3-2. An Ic value of 0 invokes continuous output
until a certain escape condition, e.g. user abort, is met.

The last part of the data cluster provides several fields that contain pattern-related
information like expected exposure duration, pattern identifier, comments, SEM parameters
and pattern details like step-sizes etc. to be displayed in the exposure GUI. The use of these
fields is optional, but greatly enhances the user experience.

The data cluster is part of a global variable in NanoScribbler and gets updated whenever
the exposure GUI is called from a tool GUI. The exposure GUI manages the data transfer of
the necessary data from the cluster global variable to the DAC card and displays the sample

clock, the loop count and a number of the optional fields.

5.4.4 Timing algorithm

In this chapter, a number of algorithms for the integration of the M2i.6021-exp DAC into
the NanoScribbler system will be presented in more detail. The main technical constraints
imposed by the M2i.6021-exp DAC card are the digital resolution of 14 bit and the minimum
sampling frequency of 1 kS/s, which corresponds to a maximum sample; tingé ins. The
DAC resolutions is an issue mainly for the pattern generation algorithms, which can be easily
adapted to different output resolutions. In addition, it is possible to transform existing patterns
into compatible data formats via interpolation (with some loss of information). The timing
generation is a more complex problem. First of all, the limitation to a maximum sample time
ts of 1 ms complicates the fabrication of structures with dwell timésnger than that time
span. In addition, it is not possible to set arbitrary values for the sampling frequency, as the

input is limited to integer multiples of 1 kHz between 1 kHz and the maximum sampling rate
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(i.e. 50 MHz = 50000 kHz). This means that it is not possible to achieve a dwell time of 0.8
ms simply by setting the sampling frequency to (0.8'ms}.25 kHz.

Both timing issues can be resolved by the use of oversampling. Essentially, a sfinple (
is repeated for a number of times so that t x & (tg: dwell time; & sample time)with the
integer n being the oversampling factor. The repetition of identiglp@irs keeps the beam
stationary for the required amount of time. Figure 5-8 juxtaposes the data structure for
exposures with inactive (a) and active oversampling (b, c).

In principle, one could think of choosing a very high standard sampling frequency and
adjusting dwell times via the OSF only. Choosing a sampling rate of 10 MS/s in combination
with an OSF of 10000 results in a dwell time of 1 ms as much as a sampling rate of 1 kS/s and
an OSF of 1. The drawback of such an approach is very high memory demand. Obviously, a
pattern that is exposed with an OSF of 10000 requires 10000 memory blocks for every
exposure point, resulting in a 10000-fold increase in memory consumption. As there are
limitations of the available DAC onboard memory (and data transfer speed in FIFO buffer
operation), it is advantageous to reduce the sampling frequency and OSFs if possible.

In NanoScribbler this problem is addressed by a central timing VI. This VI accepts the
required dwell time as an input and outputs the appropriate sampling frequency factor (SFF)
and OSF. This happens independently of the pattern generation. In a second step, the existing
pattern data is expanded to match the OSF by another VI, which generates a new pattern array
in which every sample of the input array is duplicated a number of times corresponding to the
OSF.
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a) fs= 1 kHz, OSF = 1

Sample No. 1
x-Position Iy
y-Position k4
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Sample time tg=1ms Dwell time t; =1 ms

b) fs= 5 kHz, OSF = 5
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¢) fs= 5 kHz, OSF = 4
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Figure 5-8: Data structures and timeline for exposures with inactive (a) and active
oversampling (b, c). Colors indicate identical coordinates. If oversampling is not activated,
the dwell time ¢ i.e. the time during which the beam is stationaryik,(is equal to the
sample timed In the case of active oversampling (b, c), identig&) alues are output for a
number of consecutive samples. The sampling frequency is adjusted so that the dwell time is
an integer multiple of the sample time (i.@=tn x tsg). The multiplier n is referred to as
oversampling factor (OSF). Both case a) and b) will yield identical output patterns for
different sampling rates, as in both casgs h x ts= 1 ms. The third case (c) corresponds to
the standard use of oversampling: synthesizing dwell times that are incompatible with the
DAC board. A ¢ of 0.8 ms requiressf= 1.25 kHz, which cannot be selected. Instegds t
broken down into four validststeps of 0.2 msqfE 5 kHz, § = 4 x ts = 0.8 ms) to avoid

invalid sampling rates. See text for more detail.
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The timing VI calculates the required sampling frequenrcgcicording to the following

algorithm:

1. Calculation of the minimum samplei, time via the maximum sampling frequency
fs,maxgives & min= 1/fs max

2. Calculation of the proportionality factorsrie tsmax / tsmin With ts max being the
maximum sample time

3. Calculation of the proportionality factor = ty / ts min With ty being the required

dwell time

Evaluation of the greatest common divisor and ni: gcdns, ng)

The sample timestis found via § = gcdns, Ny) X ts min

The sampling frequency is calculated as fl / &

N o g &

The oversampling is calculated as OSFKy#gcdns, ny).

In our casedmaxis 50 MHz and§minis 1 kHz, i.e. = 10°s /2 x 1¢ s = 50000 (step 1,
2). Assuming a required dwell time of 24 pg=r24 x 10 s / 2 x 16’ s = 1200 (step 3). This
means, in essence, that if the card were running at 50 MHz, an OSF of 1200 is required to
result in an output dwell time of 24 us. The greatest common divisgrarfchn is 400 (step
3), which tells us that the required sample tigre 400 x 2 x 18 s = 8 x 1F's, the sampling
frequency § = 1/ts = 125 kHz and the oversampling factor is OSFK/gad= 1200 / 400 = 3.

The algorithm works for arbitrary values @fit t4= k X & minand ke N. The use of a
maximum frequency of 50 MHz ensures compatibility with commonly used “round”
numbered dwell times, but could be applied to arbitrary values as well. It yields valid

sampling frequency factors SFF in kHz multiples due to the following constraints:

. tg=kXtgmnand ke N
. fsmax= 50 MHz = 2x 5 Hz; ts min= Ufsmax= 1/(Z x 5°) s = 20 ns
.  fsmn=1kHz = 2x 5 Hz > tgmax= 1/(Px5%) s = 1 ms
IV.  ns=tsmad tsmin= [U(@Ex5)s]/[U(E@x5)s]=(Zx5)/ (Px5)=2x5
V. ng=tg/tsmin= (KX &min) / tsmn=K=
=2x P x5 x... with a,pB,y,... € No (fundamental theorem of arithmetic)
VI.  gedns, ng) = ged[2* x 57, [2°x 3 x 5 x...]) = 2x 5° with a€ {0;1;2;3;4}
and be {0;1;...;5}
VII.  fs= 1/t = 1/[gcdns, ng) X tsmid =1/[gcdns, ng)] X 1/ ts min =
= 1/[gedns, N)] X fsmax= L[2%5°] x [2'x58Hz] = (2'x5%) / (2x5%) Hz =
= [(2°%5%) x (Bx5%)] | (2%x5%) Hz = (Zx5°) | (Px5") kHz = 25> kHz
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VIIl.  with (VI) it follows that (4-a)e {0;1;2;3;4} and (5-b)e {0;1;...;5};
IX. therefore (22x 5P € N and 1< (2*?x 5°%) < 2*x 5° = 50000.

The conclusion (1X) shows that the algorithm yields only valid SFF 1 X%°) in the
form of hardware-compatible integer values 2 5] € N) between 1 and 50000. The OSF
is always a valid integer, as dividing by the greatest common divisor of and any other

integer must yield an integer greater or equal to opm@agcdng, j) = 0 with ny, j € N).

5.4.5 Pattern Generation

The functionality of the tools for pattern generation is straight forward. A GUI collects
specific user input, e.g. desired step size, dwell time, sweep number and the current SEM
parameters, i.e. magnification and respective FOV size, and uses this information to calculate
the x- and y-coordinate arrays according to the programmed algorithm.

In the following chapter, the generation of a square shape using the Rechteck (“rectangle”)
tool will be discussed as a general example. The presented concepts should be easy to transfer

or adapt to other tasks. The GUI layout of the Rechteck tool is shown in Figure 5-9.

Current System State Pattern Parameters

Magnification 20000 Certerd [pm] 1) i T ——

Beam Current [pa] 400 Centery [um] ‘,) 0

High “oltage [ki] 15 a Stepsize X [nm] 9,990757 I
Frame width [um] 5, 64443 WATESED ([l :) z Stepsize v [nm] 0=

Frame Height [um] 4,23333 Heigth [rn] ') z Use different vz ™
Minimum Step Size: [nm] 0,344509 DwelTime [5] .'-) 0,001 Cycles=Sweeps .'-) 1

Update

P ‘ Calculate I
General ; ;

Diosis [Cfcmz] 0,40074 = 40074 [Cim=]
Total Exposure Time [s] | 40,008
@ Go to Exposure
Line dose ¥ [uCform] 0,40037
Line dose ¥ [uCfom] 0,40037

Output Details

Samples per tdw 1 Sample Rate 1000
STOR
Sample Time [£] 0,001 Pattern size [S] 40008

Figure 5-9: GUI of the Rechteck (“rectangle”) tool. Top left: system parameter collection;

top right: position and parameter setup; bottom left: output pattern information.
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First, the user is required to update the current system parameters by pressing the “update”
button (top left). The parameters are collected via the RS-232 communication to RemCON32.
For more information about the RemCon protocol, please refer to the respective section in the
appendix (Appendix A — Communication Protocols) or the user matfu@he displayed
minimum step size is calculated by dividing the current frame widthby 216384 (cf.
Chapter 5.2).

Note that the indicated beam current is not a reading of the actual beam current of the
system, as the RemCon interface does not provide thisinformation. The value is fixed to the
standard current of 400 pA in the LabVIEW source code (can be altered in the source code
only). In order to ensure correct dose calculations etc., at the moment it is necessary to
measure the beam current using of the 400 pA beam current option in the SmartSEM GUI
using a Faraday cup. The beam current can be adjusted slightly by changing the extractor
voltage in the SmartSEM GUI to match the target value of 400 pA.

The second step is the pattern setup using the various “pattern parameters” input boxes (top
right). For ease of use, the position and size of the rectangle to be exposed are requested in
real space coordinates [um], which will be transferred to the internally used pixel coordinates.
The check box (“Meander?”) controls the writing directions of alternating lines. In standard
operation, the beam moves left-to-right and jumps back to the leftmost coordinate before
exposing the next line. If “Meander?” is activated, the writing direction of every second line is
inverted, resulting in a continuous, snake-like path of the electron beam during the exposure.

This is illustrated in Figure 5-10.

O
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~
Y

Yy VY

s
|

A A
b
-

Standard path Meander path
Figure 5-10: Standard path (a) and meander path (b) exposure. Full lines represent the
active exposure path, while dashed lines show the beam repositioning between subsequent

lines.

" Future plans include reading in arbitrary values of the beam current before a lithography experiment.
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The dwell time input and the multisweep counter are used to calculate the required timing
configuration parameters (OSF and SFF, see Chapter 5.4.4). In this case, the dwgiktime t
regarded as dwell time per sweep, i.e. {hgat= t4 X MNoweeps

There are two options for step size selection: identical or different (“use different Y”) step
size in x- and y- direction. The latter option offers a very simple way of fabricating arrays of
parallel lines with defined spacing (i.e. y-step size).

A noteworthy feature of the step size input is the use of a ring control instead of a standard
numerical input box. The ring control is, in essence, a list of arbitrary strings, one of which
can be selected by the user from a drop-down menu. Instead of returning the selected string
itself, a numerical value that is associated with the string is returned. In this case, the
incremental position of the selected element within the list is returned. The strings are (re-
)initialized whenever the system parameters are updated to display valid step sizes only.
These are generated by multiplying the minimum step skag, by the list position of the
element. By doing so, the user can select the values in real space dimensions, while the actual
value of the ring control, i.e. the position of the selected element, is equal to the step size in
pixel coordinates and can be directly used for further calculations. In simple terms, for a
minimum step size of 0.5 nm the ring control would display a list of strings like (“0.5 nm”,
“1.0 nm”, “1.5 nm”, ...). If the user selects “1.5 nm”, the third element in the list, the actual
value of the ring control is set to 3, which is the corresponding step size incrsmiearypixel
space.

Once all system parameters and user inputs are gathered, pressing the “Calculate” button
will start the actual pattern generation. In order to do this, the real space coordinates are
converted to pixel coordinates vidk] = (int [x/w x 24 | int [y/w x 2']) with x/y being the
real space coordinates and w being the FOV width. The real space coordinates are defined
such that the center of the current field of view represents (0]|0) and the possible coordinates

w

range from—% to +- (see Figure 5-2 for details). This results in pixel coordinates ranging

from -2* = -8192 to *1 = 8191.

The conversion entails small deviations due to the fact that (x / #f) isZounded to the
nearest integer. The magnitude of the deviation for absolute coordinAtdgsis AXmin With
AXmin being the minimum step siz&Xmin= W / 2%). Conversion of distances (e.g. length of a
line, height and width of a square, line spacings, ...) from real to pixel space will be off by
less than one step size, lyisi < AX.

Once the inputs have been converted to pixel space coordinates, the pattern generation

algorithm starts. In the case of the rectangle program, the algorithm is fairly simple: set the
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beam position to the top left corner, writgkp) to the output array, increaggby Apx to give

int1 = In+ Apx While keepindkn+1=kn, appendig.1lko) and continue while,i; is smaller than

imax, Which is the x-coordinate of the right edge. Tihsoordinates of the next line will be
identical to the respective ones of the first row in standard mode and reversely ordered in
meander mode, while dtcoordinates will be increased Bp,. This process is repeated until

kmax (the bottom edge coordinate) is reached. The result is an array of all coordinates of pixels
to be exposed within the rectangle. The number of elemenksliwith j being the number of
pixels per line and being the number of lines. The individual coordinates correspond to
(inlkn) = (io + [n modj] x Apy | ko + [ndivj] x Apy) forn <j x 1.

The output array is transformed to comply with the timing parameters OSF and SFF (see
Chapter 5.4.4) and padded so that the number of elements is a multiple of eight (see Chapter
5.4.3).

The results of the algorithm execution are displayed in the general section on the lower left
of the Rechteck GUI. They include the resulting area dose for the total pattern as well as the
line doses for individual lines, the total exposure time for the pattern and hardware specific
parameters such as array size, DAC frequency or oversampling factor. Pressing “Go to
Exposure” transfers the pattern data and card setup parameters to the global variable and calls

the exposure control GUI.

5.4.6 Exposure Procedure

As mentioned before, upon completion of a pattern setup the respective tool transfers the
values of the data cluster to a global variable and calls the exposure GUI that controls the
actual exposure process. The GUI is shown in Figure 5-11. It contains an info box with
pattern details (e.g. step size, expected time requirement, dwell time; only if provided by the
respective tool), a box with card setup details (sample rate, loop count, sample count), an
advanced options box and a user interaction section at the bottom.

The options box provides the following features: working without an active connection to
the SEM, e.g. while the DAC is connected to an oscilloscope, (“Work offline”); adding a
delay between SEM control transfer and actual start of beam movement (“EDX...delay"); and
starting the exposure process immediately after the memory transfer is finished instead of

manual control.
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>/ NanoScribbler Main Exposure - ||:||5|

Exposure Control

Current Pattern Exposure Details

Mame |Rectangls Pattern Sample Rate [kHz] .
Date W Cycles |1—
Description ’W Samples per Cycle [soms
Options

Step Size [nm] 19,9907
Drwell Tirme [5] oot ok Dfﬂ\.ne?
Do I—D,4DD?4 I—C;’cm1 EDX-to-trite-Delay [ms] ")IU_

Autostart after Preparation
Loops i
Murnber of Points W Card Info

Serial no. 6018

Total Exposure Time [5] 140,008 |M2i.6021’EKp Mem (ME) ;

I Exposure Time Remaining [s] |D

Status |

Skark
‘ Prepare ‘ ‘ Stop l

Figure 5-11: Exposure GUI. The info box on the left displays a number of details of the
currently active pattern if provided by the respective tool. The exposure details box shows the
card setup parameters sample rate, loop count and sample count. The options box provides
advanced features like SEM control disable (“Work offline”). The status bar displays current
status of the DAC.

The user interaction is realized via four buttons and a status bar. The “prepare” button
triggers the data transfer. When pressed, the contents of the data cluster are copied from the
global variable to the DAC memory (maximum data transfer rate: 160 MB/s, i.e. 40 MS/s for
dual channel at 2 byte per sample) and the card is configured for output by setting e.g.
sampling rate and loop count. The completion of the loading sequence enables the Start-
button and disables the prepare button. If “autostart after preparation” is enabled in the
options box, the exposure sequence will start immediately after the loading procedure is
completed. The stop button cancels the current exposure.

Pressing the Start button starts the exposure sequence. First, the command to switch SEM
beam control to the external scan inputs (“EDX 1”) is sent to RemCON32 via the RS-232
connection. When the acknowledgment of the completions is received, the optional EDX-to-
write delay is enforced, before the DAC output is started by supplying a software trigger.
From that point on the DAC output is completely hardware-controlled by the DAC card, i.e.

the exposure runs independently of the computer OS and CPU. The card status is continually
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read out and once the output is finished, aborted or an error is detected, the external scan is
revoked via the RemCon interface (“EDX 0”) and the beam is blanked using the integrated
beam blanker (“BBLK 1”).

The integrated beam blanker cannot be used during the exposure, as the command is not
executed in external scan mode. Switching from external to internal scan and vice versa is
quite slow (from 250 up to 400 ms have been observed), which prevents this workaround. In
addition, the transmission time for the BBLK command and acknowledgment is in the order
of 50 ms, which would limit the use as well.

After the exposure is finished and the beam is blanked, the exposure GUI is reset to the
state before the exposure was started. The pattern data remains in the DAC memory. If
desired, the exposure can be started again using the identical system parameters. If closed, the
exposure control window has to be called from a pattern tool before another exposure can be

started.

5.4.7 System Tests and Evaluation

The system capabilities were carefully characterized after completion of the main software
components. The tests revealed that the basic concept is sound, and that all previously used
lithographic solutions could be replaced by NanoScribbler. The flexibility of the system also
allows for fast implementation of new pattern generators algorithms.

Using NanoScribbler, it was also possible to elucidate the technical limits of the beam
control system of the Gemini column. Such limitations exist, as was already observed when
the arbitrary waveform generators were used for exposures. When line structures were
exposed in forward-and-backward multisweep mode, the result was a splitting into two
parallel lines. If the beam was programmed to repeatedly jump back to the start after finishing
the forward movement, only a single line is observed, i.e. all individual sweeps take the
identical path.

Concerning the cause of this behavior, the fact that such line splitting was observed both
for NanoScribbler and the arbitrary waveform generators points to an issue of the microscope
rather than of faulty input signals. Within the microscope, a number of possible reasons can
be considered, e.g. signal corruption or processing artifacts within the analog circuitry, or
crosstalk and hysteresis effects within the magnetic scan system. Crosstalk in this context is

linked to inductive coupling of the x- and y-scan coils., as e.g. fast changes in the magnetic
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field generated by one set of scan coils, i.e. fast beam movement, give rise to an induced field
in the other, leading to the observed behavior.

Further investigation showed that splitting can be overcome by supplying a compensation
voltage to the orthogonal direction during the sweep. The double line exposure and active

compensation is shown for high speed multisweep exposures in Figure 5-12.
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Figure 5-12: Line splitting of 45 um multisweep line exposures on 300 nSsiThe
micrographs a)-f) show splitting of the multisweep lines for different compensations (b=0).
The correlation between compensation amplitude and observed line splitting is presented in
the graph (h); corresponding images are indicated. The beam positions for the line (x-input)
and compensation (y-input) during a sweep the scheme (i). The duration of a single sweep

without waiting time was 500 us, which corresponds to a beam speed of 0.09 m/s.

The SE micrographs in Figure 5-12 a)-f) show such line splitting for different applied
compensation voltages, with b) representing the line splitting without any compensation. The
required compensation, as applied in Figure 5-12 d), corresponds to a beam deflection of

about 100 nm, or roughly half of the observed splitting. As the compensation is applied
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during both forward and backward sweep with reversed polarity, it seems likely that, without
the compensation, the individual lines produced by the forward and backward sweep are
offset by the same value against the centered line position.

The maximum writing speed of the Gemini Column in pixel map and continuous path
exposures was tested using 1 x 1 umz2 square outlines as shown in Figure 5-13 (pixel map, i.e.
raster scan) and Figure 5-14 (continuous path, i.e. vector scan). In both cases, the test was
conducted as a multi-sweep exposure with a step size of 10 nm, and a constant total dwell
time = ty o= ta,sweepX Nsweep resulting in identical PE doses for all structures. In the case of
the pixel map exposure, the pattern is exposed likewise from top to bottom (see red arrows):
first, the top bar is exposed, then the beam jumps to the topmost pixel of the left vertical bar,
exposes forgsweep jJUMpPS to the corresponding pixel on the right vertical bar, again exposes
for tysweep @and repeats this jumping process until the lower bar, which is exposed point-by-
point. It is quite obvious that this type of exposure process is prone to complications due to
the jumps between the vertical bars. In fact, when there is sufficient time for the beam to
stabilize, i.e. for long dwell times, no artifacts are observed, as can be seen in Figure 5-13 a)-
c), while for shorter dwell time, exposure artifacts become apparent (d-f). At ageubduts
(Figure 5-13 d), the space between the bars is a smeared out, grey area slightly narrower than
the top/bottom bars. The grey area indicates a more or less homogeneous exposure to the
electron beam, i.e. the electron exposure is smeared out over the inner area. The narrowing
shows that the electron beam cannot move to the intended coordinates within the given
timeframe (i.e. within onegt Further decrease leads to a reduction of the observed x-
movement of the beam (Figure 5-13 e), resulting in shortened top/bottom bars and complete
suppression of the jumping for the vertical bar section. For the shqred€a ns, the pattern
is completely distorted. The fact that there still are clearly visible dark lines shows that the
electron beam still follows a defined path instead of being completely random or stationary. It
is assumed that in that case, the crosstalk between the x-and y-movement and hysteresis

effects cause the rounding and distortion of the pattern.
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Figure 5-13: Beam stability test using a pixel map to fabricate a square outline (1 pm x 1
pum). All shapes are irradiated with the same total electron dose, but different dwell times per
sweep and sweep counts, as indicated in the images. The pattern is exposed in sequential
lines, i.e. the top bar is exposed first, followed by quick jumps from the left to the right
vertical line and vice versa until the bottom line is reached. Images d)-f) show that the beam
is not able to follow the jumping pattern for per sweep dwell times in the range of 10 pys. The
shapes in e) and f) are the result of very fast beam deflection inputs which cannot be followed

by the electromagnetic scan system.

The aforementioned test with the pixel map exposure strategy clearly shows the drawbacks
of that technique for short dwell times. Under the assumption that the beam position is
reached and stabilized withig for the maximum jump distancgx = 1 um the maximum
beam speed can be estimated to

Ax  1pm

~ = = 0.02ms™ 1,
Pmax Atd,min 50 us ms

as tmin = 50 ps is the lowest observed dwell time that leads to a stable exposure pattern
(Figure 5-13c).
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The limitation of the pixel map exposure (which can be considered an example of a raster
scan exposure, see Chapter 5.1), can be overcome in most cases by conversion to an
appropriate vector scan process. Figure 5-14 is comprised of a set of square outlines that
correspond to the structures in shown Figure 5-13 in all parameters except for the applied scan
strategy. In Figure 5-14, all structures were irradiated by following the outline in a continuous
manner, i.e. by scanning top left — top right — bottom right — bottom left — top left (as
indicated by the red arrows). Again, the patterns were exposed in multisweep mode to study

the effects of fast scan speeds / low dwell times.

a 5ms,x b  500ps,10x ¢ 50ps, 100x
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Figure 5-14: Beam stability test using a vector path to fabricate a square outline (1 pm x
1 um). All shapes are irradiated with the same total electron dose, but different dwell times
per sweep and sweep counts, as indicated in the images. The pattern is exposed in a
continuous path, i.e. the top line is exposed first, followed by the right vertical line top to
bottom and so forth. Image f) shows that the beam is not able to follow the vector path for per
sweep dwell times in the range of 100 ns. The distorted shape in f) is the result of very fast

beam deflection inputs which cannot be followed by the electromagnetic scan system.

As can be seen from the micrographs, the patterns remain unaffected down to a dwell time
of approx. 1 us, as close inspections shows a beginning edge rounding effect in Figure 5-14e
(0.5 us). In contrast to the pixel map exposure, the vector scan still produced discernible,

albeit distorted patterns, even for very low dwell times of <500 ns (Figure 5-14e,f), which
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corresponds to decrease of the minimum usable dwell time by almost two orders of magnitude
(50 ps vs. 1 us).
At a step size of 10 nm, a dwell time of 1us corresponds to a beam speed of

Ax _ 10 nm

= =0.01ms™L
Atd,min 1ps

vmax =

This is in fair agreement with the assessment of the pixel map gata(©.02 m3). The
maximum beam speed for lithography purposes therefore seems to be limited to a few

centimeters per second using the unmodified scan system of the Gemini column.

5.4.8 Future perspectives

In addition to the beam control, lithography systems often include some form of control of
the sample position, i.e. stage control. This allows for fully automated exposures of multiple
patterns without the need for human interaction during the process, which reduces the overall
duration as well as the possibilities for operator errors.

In the case of NanoScribbler, an automated stage was planned but could not be fully
implemented within the timeframe of this thesis. In order to control the sample position, an
interface between the application seeking to control the stage and the stage positioning
hardware is necessary. In addition, a position feedback is required. While conventional SEMs
feature fully computer controlled, motorized stages with three or more degrees of freedom
and corresponding feedback channels, the piezo stage in the MULTISCAN Lab is not
prepared for stage control and does not feature integrated positional feedback in the standard
configuration. The exchange of the standard piezo controller board of the MATRIX CU for a
RS-232-enabled model (“MSCU") allows for the control of the stage movement via a COM
interface (see “MSCU Technical Reference Mantjl”

The positional feedback is realized via an interferometric sensor and 1K220 PCI controller
card (Heidenhain) with a precision of ~50 nm and an (uncorrected) repeatability of < 2 pm.
The position is read out by a LabVIEW program in the respective GUI (Figure 5-15). The
main components are the large displays of the current x- and y- position of the sample. These
values are calculated from the data of the incremental sensor and referenced to an arbitrarily
chosen origin (commonly the lower left corner of the sample is used as the origin, i.e. the
coordinates of the stage are mapped to positions on the sample). The buttons to the right allow
setting the current position either to zero (“Zero”) or to an arbitrary value (“Set” in

combination with the input box). The controls on the bottom enable the advanced functions:
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RS-232 connection to the MSCU, stage control via joystick and automated stage movement
(“Automove”).

In order to enable the RS-232 connection to the MSCU, the “Remote Box”, which is the
standard tool used for stage and tip navigation, has to be disconnected and replaced by the
RS-232 cable. A joystick module was implemented to provide manual stage control during
RS-232 operation and allows to use a LabVIEW GUI or a generic joystick for stage
translation (tip navigation is only possible using the Remote Box, which prevents permanent

integration of the system).

Blikz20_readout_v2.vi i ] |
AXIS 0 mm Speed
3 O 6 3 1 =
,064 C—
Puis O Raw] 153,215
Axis 1 mm
0 1 3 O 6 2 -
’ C—
Axis 1 Raw|ssasr
|1 3: device index
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Wl MATRIX Connection I
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MaxCourt] 500

Figure 5-15. Graphical user interface of the stage position readout VI. The current
position is displayed in the large text boxes (x/y position). The buttons on the respective right
set current position to 0.0 (“Zero”) or to an arbitrary value (“Set” and input box). The
vertical bar on the right indicates the current movement speed for manual stage translation
using the joystick (see text). The controls on the bottom enable the MATRIX connection via
RS-232, the control via the joystick and the software-controlled stage movement

(“Automove”). See text for details.

The stage translation is realized via a slip-stick mechanism using piezo-actuators. In order
to move the stage, the MSCU executes a number j of slip-stick cycles (“jumps”) at the
selected piezo voltage,Vwhich defines the distance that is travelled per jump. The system

exhibits pronounced hysteresis effects and nonlinearities, and, as described before, does not
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include a positional encoder. This means that it is not possible to calculate the requijed (j,V
command for a given movement before the actual translation.

The automated stage movement was therefore implemented as an iterative algorithm,
which records the current position and calculates an inigi&dy(3) command using standard
parameters. After the movement is executed, the position is evaluated and the next set of
commands {V, 1) is calculated and executed. This process is repeated until a predefined
accuracy (e.g. 50 nm) is reached. As a future step, the available routines for stage movement
and positional readout can be integrated into the NanoScribbler software to allow for fully

automated exposures.
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5.4.9 Summary and Conclusions

The fabrication of arbitrarily shaped nanostructures using focused electron beam based
techniques requires precise control of all aspects of the electron beam movement and timing.
While commercial lithography solutions offer high flexibility and a wide range of possible
applications, they do not offer full control of all parameters to the user. In most cases, this
may not be in demand, but in fundamental research of new lithography techniques like EBID,
full beam control is mandatory for the realization of conclusive experiments.

As the available lithographic tools at the MULTISCAN Lab did not allow for full control
of the electron beam (Elphy Quantum) or had technical limitations (Arbitrary Wave
Generators), a functional lithography solution for use in fundamental FEBIP research was
developed as part of this thesis.

It could be shown that it is possible to use LabVIEW and commercially available DAC
hardware to design and implement such a lithography solution. The software,
“NanoScribbler”, is an expandable, modular application built around the M2i.6021-exp 14-bit
DAC hardware. The software-hardware interface and exposure control GUI are designed to
accept arbitrary patterns in a standardized data format, which allows for easy integration of
custom algorithms for pattern generation. At the time of writing, NanoScribbler includes
subroutines for the generation of a number of standard patterns, e.g. dot arrays, line and
square patterns and the possibility to import image data as patterns (via .png files).

Tests of the system reveal that the maximum beam speed during exposures is in the order
of a few cm/s. The lower limit of the dwell time used for pattern fabrication seems to be in the
order of 1 to 0.1 us, corresponding to a sampling rate of a few MS/s, which is well within the
capabilities of the M2i.6021-exp DAC card (max. 60 MS/s). NanoScribbler is able to avoid or
minimize the artifacts that were observed when other patterning tools like the SEM software,
arbitrary waveform generators or the commercial Elphy Quantum solution were used. In
summary, the NanoScribbler system in combination with the Gemini SEM column built into
the MULTISCAN Lab is able to provide full and precise control of the relevant electron beam
parameters and is therefore a valuable tool for the research of fundamental aspects in focused

electron beam induced processing techniques.
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Results and Discussion

6 Results and Discussion

6.1 Introduction

The following chapter will describe the main experiments and results obtained during the
course of the thesis at hand in detail. The investigation of EBISA and EBID on several types
of silicon oxides (300 nm and ultra-thin thermal oxide on Si(100), native oxide on Si(100)
and SiN,)*> '*1* revealed that the electron stimulated desorption of oxygen, and thus
generated oxygen vacancies, is the origin of the surface activation. One of the proposed
alternative mechanisms for the activation is charging of the surface upon e-beam irrdtliation.
This was ruled out based on observations on as-prepared, ultra-thinrSEX100). EBISA
is possible on that sample, while the presence of trapped charges in the ultra-thin (< 1 nm)
oxide on the doped Si substrate can be practically ruled out. The fact that the as-prepared
oxide showed some activity towards the Fe(C@gcomposition was interpreted as a
consequence of the chemical nature of the active species, which is, in essence,
understoichiometric Sig.**

Based on this knowledge, rutile Ti@10) was chosen as a substrate for further studies of
the activation process. TjQs, after some preparation, i.e. reduction and generation of color
centers, quite conductit® and allows for the dismissal of sample charging as activation
mechanism. It was also shown to be susceptible to ESD of oXyged serves as a step
towards the use of EBISA on oxide substrates other thapn Bi@ddition, for the first time,
the use scanning tunneling microscopy (STM) for investigation of the activation process on
an atomic scale is possible. The results of the EBISA/EBID study os{I0i@) are presented
in Chapter 6.2.

The second experimental complex deals with the use of the focused electron beam for the

manipulation of functional organic layers on surfaces. It has been known that
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tetraphenylporphyrin molecules adsorb in a flat geometry on many coinage metal single
crystal surfaces like Ag(111), Au(111) and also Cu(#f§yn references thereiNpanending on

the absence (2HTPP) or presence (e.g. CoTPP, ZnTPP, ...) of a metal center and the type of
surface (inert vs. reactive metal, oxide layer etc.), the adsorption behavior differs and the
resulting surface structures and ordering may vary significantly. It was also shown that
porphyrin layers can alter the nucleation and growth of PVD deposited ielal this

context, EBID/EBISA can be used to fabricate nanostructures both to investigate the
absorption on (nano-)structured surfaces as well as to study the influence of the organic layer
on the EBID/EBISA process. Chapter 6.3 will present results obtained on the systems 2H- and
CoTPP on Ag(111) using Fe(CD)

The applicability and outcome of EBISA, and somewhat also of EBID, strongly depend on
the chemical properties of the precursor molecules. To be suitable for EBISA, a precursor has
to be susceptible to decomposition at the activated areas and show autocatalytic growth
behavior. It has been established that Fe(C@ifills both requirements, vyielding
autocatalytically grown, polycrystalline Fe of high purity (>90% at.) on a variety of
substrates. In order to broaden the range of applicable precursors, related carbonyl-based
metal-organic precursors were investigated during the course of this thesis. These precursors
are cobalt tricarbonyl nitrosyl, Co(C§NO, and dicobalt octacarbonyl, §60O).

The results of the study of the EBID/EBISA and the autocatalytic growth using
Co(CO}NO are reported in Chapter 6.4. The study includes SEM data obtained in UHV as
well as scanning transmission (spectro-)microscopic (STXM) data collected at the PolLux
beamline at the Swiss Light Source (SLS) synchrotron radiation facility at the Paul-Scherrer-
Institut, Villigen (CH).

A brief overview of experiments using £60)s as a precursor is given in Chapter 6.5. It
has been reported that £L8O) can be used for the fabrication of nanostructures using the
EBISA protocol on Si@ substrates in HV systems, albeit the reports being are somewhat
ambiguous and contradictoty.®’ EBISA and also EBID using that precursor yield high
purity Co structures; the precursor is therefore likely to be suitable for the study of EBISA
and autocatalytic growth processes using surface science techniques in UHV. While the EBID
results reported in literature could be reproduced, the precursor is unstable and seems not to

be suitable for use in our UHV chamber.
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6.2 EBID and EBISA on rutile TiO ,(110)

ABSTRACT

This chapter deals with the fabrication of clean iron nanostructures on rutje Top-1x1
via electron beam induced surface activation (EBISA) in ultra-high vacuum. It will be shown
that it is indeed possible to transfer the EBISA process to rutilg T10) using Fe(CQ)as a
precursor. On the basis of microscopic information down to the atomic scale (scanning
tunneling microscopy) and local spectroscopic information (Auger electron
spectroscopy/microscopy) the activation mechanism shall be investigated in great detail and
shown to involving e-beam induced surface reduction and restructuring.

Results presented in this chapter have been published in “Electron Beam-Induced Writing
of Nanoscale Iron Wires on a Functional Metal Oxide” by F. Vollnhals, T. Woolcot, M.-M.
Walz, S. Seiler, H.-P. Steinrtick, G. Thornton and H. Marbach, iRddabenal of Physical
Chemistry Q2013), vol. 117, pages 17674-17679.

6.2.1 Introduction

The surface processes involved in the activation in EBISA have so far only been
investigated for 300 nm thick and ultrathin (< 3 nm) silicon oxide layers on silicon g¥d Si
These link the loss of oxygen due to Electron Stimulated Desorption (ESD) to the formation
of oxygen vacancies on the surface and describe these as the activation induced reactive
centers. The alternative route via charging/trapped electrons was ruled out due to the observed
long-term stability of the activation and the presence of a conducting substrate.

The aim of this chapter is to draw a more complete picture of EBISA using rutile
TiO,(110) as a substrate in ultra-high vacuum (UHV). Surfaces of rutile fa@e been used
as model systems to explore the physics and chemistry associated with the varied applications

of the material for many yeat® ***

with a particular focus on the surface science associated
with light harvesting processes such as photocatalysis and dye-sensitized photovoltaics.
Applications in the field of molecular electronics have also been suggested, withéeiiQ
employed as a dielectric substrate. This has motivated studies of metal wire growth as
interconnects using physical vapor depositfdrhere is related interest in the generation of

memristor elements on T
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The well-established surface chemistry and physics of this surface should allow for deeper
insights, since the activation step can be followed at the atomic level using a Scanning
Tunneling Microscope (STM). This technique has previously been employed extensively to
follow the electron induced creation of defect structures as well as to examine their electronic
structure and reactivitf® ****2’Furthermore, the ESD properties of titanium dioxide are well
known and have been thoroughly investigated for example by Knotek and Feibelman,
resulting in the formulation of a general mechanism for ESD via core-hole Auger®decay.

In combination, these factors make Fi®promising substrate for investigation of EBISA.

6.2.2 Results and Discussion

6.2.2.1 Structure fabrication on TiO»(110)

The first goal of this chapter was to elucidate whether the EBISA technique can be
transferred to a different oxide material, namely a,{i®00)-1x1. For that purpose, line
patterns and square patterns (2 pgn#®) were irradiated with the focused electron beam. All
electron exposures for SEM and lithography were carried out with a beam energy of 15 keV
and a probe current of 400 pA. The lithographic processes were controlled by NanoScribbler
(c.f. Chapter 5.4). For line exposures a single sweep with a step size of 12 nm was applied.
The square patterns were exposed in a single sweep, meander-like pattern at a step size of 6
nm. The total electron dose was controlled via the respective dwell times.

Fe(CO} was introduced at a background pressure of 3.0'ilfar after the irradiation in
order to allow growth of iron structures at the irradiated positions. The surface pressure is
enhanced by a factor of approx. 30 due to the dosing nozzle, according to simulations using
the GIS simulator progra: °® '®The gas was pumped off after 270 min, corresponding to
an exposure of about 1.1 x>0 (1 Langmuir is 18 Torr x s = 1.33 x I®mbar x s). Figure

6-1 shows SEM images of the resulting Fe line deposits (a-d) and Fe square deposits (e-h).
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Figure 6-1: Line (a-d) and 2 x 2um? square deposits (e-h) fabricated by EBISA on
TiO,(110) using Fe(CQ)as a precursor (approx. 1.1 x 1Q). Primary electron doses are
indicated on the top right. The line width (FWHM, SEM intensity) increases with PE dose and
range from approx. 150 nm (a) to 2 (d). The central line is a result of activation by PEs,
while the fringe is caused by BSE proximity effects. For the square fields, deposit density
increases from a loose grain assembly at 0.27 C/cm? via a close-packed assembly at 0.55
C/cm? to a fused-grain deposit of near-ideal geometry at 1.1 C/cm?2. At even higher doses
proximity effects also cause a fringe growth (3.3 C/cm?). Note that scattered iron clusters are
found all over the surface without electron exposure, which is attributed to active defects

created during sample preparation.

The images show a strong increase of the amount of deposited iron with electron dose.
AES measurements 24 hours after fabrication (Figure 6-2) indicate the purity of the iron
structures to be > 90%. For AES the electron beam of the SEM was used as the ionization
source at an energy of 15 keV and a beam current of 3.0 nA. The observed purity is similar to
that achieved on SiOsubstrated. ** ** Those iron deposits on Si@xhibit a low room
temperature resistivity of 882cm as well as ferromagnetic behavidiThese properties can
be expected to be similar on Ti(otentially making the corresponding iron deposits suitable

for interconnects and other applications were material of a high purity is required.
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Figure 6-2: Local Auger Electron Spectroscopy recorded on the circular structure shown

in the inset. The structure was prepared by EBISA and subsequent dosage of 270 min
(~1.1 x 10 L) of Fe(CO3}. Evaluation of the peak areas shows a content of >90%at. Fe, <7
%at. O and <3 %at. C. The thickness of the iron structure is estimated to be around 50 nm

based on typical growth rates. Substrate-related Ti features are completely attenuated.

At higher SEM magnification, we observe that the structures are comprised of crystalline
iron nanocubes. The density of the cubes within the line and square deposits varies with the
applied electron dose while the size of the individual cubes at a given gas exposure seems to
be similar. With increasing gas exposure the size of the clusters increases due to autocatalytic
growth. For increased electron doses, the cubes start to merge into continuous patches, as can
be seen with the 1.1 C/cm? square deposit (Figure 6-1g) or the line deposits (Figure 6-1a and
b). Higher electron doses mark the start of proximity effects, i.e. unintended deposits near the
irradiated patterns due to electron scattefidy.**Pronounced proximity effects are present
at the 3.3 C/cm? square irradiation doses (Figure 6-1h) and the higher line doses (Figure 6-1c,
d). For EBISA, all of the observed proximity effects can be attributed solely to backscattered
electrons (BSE) and associated secondary electrons-{$E)ximity effects from forward
scattered electrons (FSE) do not occur in EBISA, since no deposit is formed during the e-
beam exposure stép.

At the given experimental conditions, the growth rate of the deposited iron structures due
to the autocatalytic decomposition of Fe(@®) below 1 nm per minute. By changing the
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experimental parameters, i.e. by reducing the precursor pressure, it should be possible to
further decrease the catalytic growth rate. This opens up the vista to fabricate electrodes with
controlled extremely small gap openings, e.g. to contact individual molecules.

Figure 6-3 shows a section of the }{010) surface that was not irradiated by electrons
before the dosage of 270 min of Fe(GQO)he observation of homogeneously scattered cubes
on the non-irradiated surface in Figure 6-3 (also visible in the non-irradiated areas in Figure
6-1a, b and e) points to the presence of non-electron-beam induced nucleation points on the
as-prepared Tig0110) surface (cf. Figure 6-7). The defects are oxygen vacancies, which
typically are present at an initial concentration of 5% ML (1 ML is the number of surface unit
cells). The vacancies react with water in the residual vacuum to form the second major form
of defects, bridging hydroxyls (one water molecule reacts with one vacancy to produce two

130

hydroxyls).”” Both defect types may be responsible for the initial Fe{@&jomposition.

Figure 6-3: Non-irradiated surface of Tig110) after dosage of 270 min (~1.1 x°10 of
Fe(CO}. The bright features correspond to Fe crystallites, which nucleate at intrinsic defect

sites on the surface and grow autocatalytically while Fe¢@©3upplied.

6.2.2.2 Activation Mechanism - AES

Turning to the EBISA mechanism, the effect of the 15 keV electron beam on the reduction
state of the surface was studied. As Ji®as one of the substrates that was heavily

investigated concerning the electron simulated desorption (ESD) processes already in the late
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1970s by Knotek and Feibelmahit is not surprising that ESD is observed when the surface
is irradiated with 15 keV electrons from the SEM.

Figure 6-4 a) and b) show Auger electron spectra of a freshly prepargd T0Psurface
after irradiation with a comparably low electron dose (red, “pristine”) and a high local

electron dose (blue, “reduced”).
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Figure 6-4: (a) AE spectra of pristine (red) and electron irradiated, reduced S&nples
in non-derivative mode. The loss of oxygen KLL intensity is a clear indication of oxygen loss,
i.e. ESD, while the intensity shift of the titanium LMV peak from lower to higher kinetic
energy is an indication of a shift from fully oxidized*Ttowards more reduced states like
Ti** or even lower. The gradual shift of the peak shape with increasing electron dose is shown
in (b), top to bottom. (c) Quantitative evaluation of the normalizegwuT{blue) and Q.
peak areas and apparent O:Ti ratio (green) versus applied electron dose. The apparent O:Ti
ratio (green) is set to 2:1 (TP for very low electron doses, i.e. a pristine substrate. Electron
stimulated desorption causes a loss of oxygen atoms, i.e. signal intensity, which

simultaneously leads to an increase in the relative intensity of thg Signal.

The most prominent features of the spectra in Figure 6-4 areilag and Tiwy peaks at
383 and 413-419 eV, respectively and the Qpeaks at 491 and 511 eV. It is immediately
apparent that the oxygen signal is considerably smaller for the strongly irradiated surface
(blue) than for the almost pristine surface (red); the Ti signals show the opposite trend, albeit
not as pronounced. This behavior evidences the electron beam induced desorption of oxygen
from the surface and is in line with that expected from Electron Stimulated Desorption (ESD)
results from TiQ at lower electron beam energi@s™! In addition, the change of the peak
shape of the Tiyv signal allows for insight into the chemical state of the Ti atoms of the
surface. As discussed by Nishiggkiand Gopet®® the LMV Auger peak consists of two
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components: 413 eV for i and 419 eV for T¥*. In a simplified picture, for T, in
complete absence of a Ti 3d valence electron, the valence electron in the LMV Auger process
stems from an interatomic transition of an O 2p electron with higher binding energy; contrary,
for Ti**" at least a partial electron charge remains in the Ti 3d level (at lower binding energy
than the O 2p level) and thus participates in an intraatomic Auger transition observed at
higher kinetic energy. The observed intensity shift from the low- to the high-kinetic energy
contribution of the Tiyy peak therefore is a direct indication for a reduction of thebwi the
electron beam. The evolution of the LMV peak shape upon increasing electron irradiation is
illustrated in Figure 6-4 (b) from top (pristine, red) to bottom (reduced, blue).

In Figure 6-4 (c), the normalizeddine = 1) peak areas of the fiiv (black) and @,
(orange) signals and the O:Ti peak ratio (green) are plotted versus the primary electron dose
(note the logarithmic scale). The apparent O:Ti peak ratio is normalized so that the value for
the pristine surface is set to 2, i.e. T¥OFor doses lower than 0.1 C/cm?, the peak ratio does
not change, i.e. the applied dose is not sufficient to induce a reduction of the surface
detectable in AES. After crossing the 0.1 C/cm? threshold, the oxygen intensity and the O:Ti
ratio drop rapidly until a lower limit at ~ 0.9 is approached at doses larger tRa®/cif?.

The corresponding relative oxygen intensity is 0.6 of the initial value of the pristine surface.
The obtained O:Ti ratio of 0.9 indicates an average surface composition of rougbly TiO
Note that the chemical composition of the surface is likely to be non-uniform after the
reduction process; therefore the detected Auger signal is a convolution of different Ti
oxidation states. In addition, decreased damping due to the loss of oxygen atoms from the
topmost layers has to be taken into consideration when assessing ghe ifiiensity.
Nevertheless, the O:Ti ratio serves as an indicator for the degree of e-beam induced reduction

of the surface.

6.2.2.3 Activation Mechanism - STM

The Auger spectra indicate that above 0.1 G/¢he stoichiometry of the surface changes
gradually from TiQ to TiOpe at 1G Clcnf. As for the accompanying morphology change,
Figure 6-5 shows the effect of the electron beam as viewed by STM. Note that the image has
been high-pass filtered to improve visibility of the defects using the fast Fourier transform
(FFT) algorithm of WSxM to suppress the low frequency contribution. A centered Blackman-

Harris function with a range of approx. 1/k = 1 nm was chosen as the cut-off.
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Figure 6-5: High resolution ST micrograph (I= 280 pA, U= 1.2 V, moderately high pass
filtered) of an e-beam line irradiation (5@C/cm), marked by the large arrow and yellow
lines. The surface on the left shows only minor damage; the typical row pattern of the
TiO»(110) surface is preserved. Defects include (1x2) reconstructed sections (small arrows),
dark defects in the row structure and isolated protrusions. On the right, a disordered section
running top to bottom was identified as the result of a line irradiation with a primary electron
dose of 5QuC/cm. The (1x1) structure is barely retained in the highly damaged area; no
characteristic defects can be identified in the irradiated area. The loss of long and short

range order corresponds to an electron induced surface amorphisation.

Prior to e-beam exposure, the STM image shows bright rows along the [001] direction,
separated by 0.65 nm, that corresponds to Ti atBh1$*A line exposure (electron energy 15
keV, beam current 400 pA, step size 12 nm, dwell time 150 ms, line dog€/6M),
corresponding to a primary electron area dose of approx. 60-10G,Gleould result in an
O:Ti ratio of 1.1 to 1.2 at the irradiated positions. The exposed region can be clearly identified
in the STM image in Figure 6-5 as an area with a disordered appearance and a strongly
increased number of protrusions (bright) arranged within a vertical line with a width of
approximately 20 + 5 nm (indicated by dotted yellow lines); this width is ~ 7 times larger than
the nominal beam diameter of 3 nm (Gauss profile, 20/80 criterion), indicating the well-
known broadening due to SE and BSE proximity effects. The apparent surface roughness
(root mean square, rms) of the exposed area (0.12 nm) in STM is double that of the non-
irradiated surface. The left hand side of the image in Figure 6-5 resembles the as-prepared
surface; the characteristic Ti row structure in [001] direction is clearly visible. However, there
are additional defects in the form of isolated protrusions and in-row-depressions that can be
attributed to proximity effects. Apart from the increase in mean roughness, the e-beam

induced disorder does not cause a significant increase in average apparent height. This
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indicates the absence of unintentionally formed deposits, for example EBI deposition of a
carbonaceous layer from residual gases.

Figure 6-6 comprises a contrast enhanced SE micrograph (a) as well as STM images of a
50 uC/cm line pattern before (b) and after (c) dosing of approx. 10 L of Fe(&O)
background pressures below®bar (surface pressure: low 1nbar). The position of the
line irradiation is indicated by the yellow markers. Note that all images share the indicated

scale bar.

Figure 6-6: SEM scan (a) and STM topography (b) of the ,{i®0) surface after line
irradiation with 50uC/cm and after initial Fe growth from Fe(C£(c). The line position is
indicated by yellow markers. The strongly contrast enhanced scanning electron micrograph
(a) shows a dark feature at the position of the line irradiation, conventionally attributed to
carbon deposition from residual gases. STM reveals a high degree of disorder at the line
position, while the surrounding surface remains fairly unaffected by the irradiation. Upon
exposure to about 10 L of Fe(GQOrlusters form predominantly at the irradiated surface
area (c). Cluster formation next to the line exposures is attributed ‘o defects induced by

backscattered electrons, i.e. common proximity effects.
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The center of the SEM image in Figure 6-6a clearly shows a significant e-beam induced
darkening. Previous studies showed that this darkening of irradiated areas is an intrinsic
feature of e-beamed oxide surfaces and is not indicative of contaminatieese results
indicate that the modifications to the B{®10) morphology and subsequent reaction with
Fe(COj} are a result of e-beam induced oxygen loss.

After the gas exposure the formation of iron deposits in the form of clusters is observed,
primarily in the regions irradiated with electrons (indicated by yellow lines). Larger clusters
appear as slightly asymmetric protrusions in the image, a consequence of the applied scanning
speed. The higher number of large clusters at or near the line irradiation clearly shows that the
disordered, defect rich surface that is caused by the electron irradiation is indeed highly active
towards the initial Fe(C@decomposition.

In addition to the clusters observed within the yellow lines in Figure 6-6, some deposits are
also found in non-irradiated areas on both sides of the irradiated line. These clusters originate
from growth due to the intrinsic surface defects in ;{1@0) (see above), as well as from
growth due to BSE proximity effect induced defects. The BSE exit range of Mhide
defined as the distance from the point of impact that includes 99% of all emitted BSpES (r
was simulated with the prograBASINO V2.4Zsee also Chapter 3.6 and r&f.and amounts
to about 1050 nm. For the simulations (using the CASINO standard physics models) a PE
number of 16and a beam radius of 1.5 nm were applied.

All of the scanned area in Figure 6-6¢ is well within this exit range. The BSEs (E > 50 eV
by definition) are able to induce ESD of oxygen atoms within the Knotek-Feibelman
framework (Enesp= ~ 34 eV)>? thus creating isolated defects. Therefore, it is not possible
to definitely attribute the scattered clusters to either intrinsic defects or BSE-related EBISA.

Figure 6-7 juxtaposes high magnification examples of the surface after line irradiation (a)
and after cluster growth (b). The irradiated surface (indicated by yellow lines) is disordered
and defect-rich, as was already observed before (Figure 6-5). The observed large clusters are
mainly located at or close to the position of the line irradiation and have a typical diameter of
3.2 £ 0.3 nm (including tip convolution) and an apparent height of 1.2 + 0.1 nm (see inset in
Figure 6-7). This corresponds to clusters containing 650 to 1000 Fe atoms. The WSxM
flooding tool was used to evaluate the apparent volume of clusters on the surface.

The state of the surface of the latter sites of these cluster is indicated by solid white circles
in Figure 6-7a. It is not possible to assign active sites from the available STM data, as the

amount of disorder is too high to identify individual atoms or surface structures.
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: Line Irradiation :

O M = ——— 1.9 nm

Figure 6-7: STM images of a line exposure (right part of the images, marked by black
lines) imaged before (a) and after Fe(Gdpsage (b). White circles in (a) mark the location
of corresponding deposits in (b); the inset shows the apparent height profile of the top right
Fe cluster marked by the orange arrow. The image shows the known, striped rutile surface
with the parallel rows running in [001] direction (top to bottom). The identification of single
defects is not possible for the irradiated line structure due to the pronounced disorder. The
more intact region on the left shows some isolated bright and dark spots which could be

attributed to missing O or OH defects produced by scattering processes, i.e. proximity effects.

6.2.3 Conclusions

The EBID and EBISA study on TiO2(110)-1x1 has elucidated that it is indeed possible to
activate the titania surface using the 15 keV electron beam so that it becomes active towards
the decomposition of Fe(C®)In addition, the observation of growth time dependent
morphology as well as massive, polycrystalline final state of the structures in combination
with the high purity confirms that autocatalytic growth of Fe(&&)curs on this surface. The
observation of both factors demonstrates that the EBISA protocol is a viable nanofabrication
technique also on Ti)which broadens the scope of substrates and suggests EBISA to be a

general process on oxide surfaces.
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In addition to the selective growth due to the electron irradiation, random growth of Fe
clusters was observed all over the surface, which has been attributed to intrinsic defects, e.g.
oxygen vacancies, of the TiQ10) surface.

Auger electron spectroscopy of areas irradiated with different electron doses confirmed
electron stimulated desorption of oxygen from the surface. The simultaneous observation of
Ti<* species clearly shows a reduction of the surface.

The reduction process and results were also investigated using STM, revealing a strong
surface disordering for relevant electron doses. Individual defects, such as the known oxygen
vacancies reported in literature, could not be observed within the activated area due to the
disorder. It was shown, however, that the growth of Fe clusters proceeds predominantly at or
in close proximity to the disordered, reduced surface regions.

In essence, the mechanism of the EBISA process os @@ likely also on other oxide
surfaces, involves reduction and restructuring of the substrate due to electron stimulated

desorption of oxygen.
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6.3 EBID and EBISA on Ultrathin Porphyrin Layers on Ag(111)

ABSTRACT

This chapter demonstrates how a focused electron beam can be used to chemically activate
porphyrin layers on Ag(111) such that they become locally reactive towards the
decomposition of iron pentacarbonyl, Fe(Ojhis finding considerably expands the scope
of Electron Beam Induced Surface Activation (EBISA) and also has implications for Electron
Beam Induced Deposition (EBID) as well. The influence of the porphyrin layer thickness on
both processes is studied in detail using scanning tunneling microscopy (STM), scanning
electron microscopy (SEM) as well as Auger electron spectroscopy (AES) and Scanning
Auger microscopy (SAM). While a closed monolayer of porphyrin molecules does exhibit
some activity towards Fe(C®)decomposition after electron irradiation, a growth
enhancement is found for bi- and multilayer films. This is attributed to a partial quenching of
activated centers in the first layer due to the close proximity of the silver substrate. In
addition, it will be demonstrated that the catalytic decomposition of gaseous Fef@O)
Ag(111) can be effectively inhibited by introducing a densely packed monolayer of 2H-
tetraphenylporphyrin (2HTPP) molecules.

Results presented in this chapter have been published in “Electron Beam Induced Surface
Activation of ultrathin porphyrin layers on Ag(111)” by F. Vollnhals, P. Wintrich, M.-M.
Walz, H.-P. Steinriick and H. Marbach Liangmuir(2013), vol. 29, pages 12290-122§7.

6.3.1 Introduction

Recently, the activation mechanism in EBISA was explored both experimentally and
theoretically. UHV studies show that the irradiation step causes electron stimulated desorption
(ESD) of oxygen atoms, from oxide surfaces (Si#@d TiQ, see Chapter 6.2)* ?Yia the
Knotek-Feibelman mechanisthThe resulting oxygen vacancies have been identified as the
active sites: **° For Ce(CO) activation on fully and partially hydroxylated christobalite
SiO, surfaces, loss of hydroxyl groups has been suggested as additional process, based on
DFT studies? in the corresponding experiments the surface was activated by an electron
beam or plasma discharge.

The substrate surface also has been shown to play a key role in the FEBIP process. For

example, carbon rich layers were identified as starting point of EBI depositions in UHV
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experiments using Fe(COas precursor- and a freshly prepared carbonaceous layer was
found to increase the deposition yield of @0D)%.>> These observations underline the
demand for a general understanding of the influence of the physical and chemical properties
of the substrate, and especially the electron beam/surface interactions, beyond the electron
scattering properties. It is obvious that well-defined substrates and ultraclean conditions, such
as single crystal surfaces and UHV environment, are highly favorable for such studies.

One possible way to tune the surface properties is the modification by ultrathin layers, as
these will have only a minor effect on the mainly bulk-dependent electron scattering
properties, but allow elucidating the influence of the vacuum interface. Examples are the
introduction of thin oxide layers or the deposition of molecular layers, e.g. self-assembled
monolayers (SAMs}*® SAMs are composed of molecules which spontaneously form ordered
layers upon adsorption onto a surface. Classical SAM-forming molecules are comprised of a
reactive anchor group, e.g. a thiol group for SAMs on gold substrates, and a tail group, e.g. an
aliphatic chain, that can carry further functional moieties. Such self-assembled monolayers
can be used for the modification of surface properties, e.g. wetting behavior or chemical
resistance. In addition, it is possible to use SAMs in combination with techniques such as
micro-contact printing and optical or electron beam lithography for nanostructuring
purpose$: **1%% An alternative approach towards surface functionalization is the use of
ordered molecular layers prepared in UHV. Promising molecules in this context are
porphyrins, e.g. tetraphenylporphyrin (TPP). Their high thermal stability and sufficient vapor
pressure in combination with their self-organizing properties make them ideal materials for
the investigation in UHV systems. Furthermore, they have been studied in great detail
concerning their interaction with different substrates, molecule-molecule interactions,
ordering aspects and reactivifif: “**The wide range of available functionalities makes them
ideal candidates for the design of functional molecular architectures.

In this chapter, ultrathin 2H-tetraphenyl porphyrins (2HTPP) layers are investigated as a
means to modify a Ag(111) surface with a focus on the fabrication of nanostructures by EBID
and EBISA.

6.3.2 Results and Discussion

EBID and EBISA experiments using Fe(G@ere performed on bare Ag(111), and on
Ag(111) covered with 2HTPP layers of different thickness: (a) a close-packed, self-assembled

monolayer (MonoL), (b) a multilayer (MultiL), and (c) a partial “bilayer” (BiL), i.e. a
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monolayer partially covered with islands of"®2layer molecules, which combines
characteristics of the mono- and the multilayer. In this chapter, the term “monolayer” shall
always refer to a single, close-packed layer of molecules. 2H-tetraphenylporphyrin powders
were purchased from Porphyrin Systems GbR, Germany, and deposited onto the freshly
prepared Ag substrate via a self-constructed Knudsen cell evaporator, at an evaporation
temperature of approx. 560-580 K. All experiments were performed at room temperature;
electron irradiation was performed using a primary electron (PE) energy of 15 keV and a
beam current of 400 pA (AES: 15 keV, 3 nA). NanoScribbler was used to control the
lithographic processes. For line irradiations, a single sweep with a step size of 12 nm was

applied. Dot exposures were prepared using a spot mode.

6.3.2.1 EBID on Ag(111)

First, EBID on the bare, freshly prepared Ag(111) surface was studied by irradiating
different patterns while dosing Fe(G@)rough a nozzle (approx. 9 x i@nbar); the sample
was held at room temperature and the total exposure after 4.5 hours was approx.>L1 x 10
Figure 6-8a shows an SEM image after the EBID process: Interestingly, no specific structures
can be unequivocally recognized and surface regions irradiated by the electron beam and not
irradiated by the electron beam display appear basically identical. The fact that areas
irradiated during the precursor dosage (EBID) are hardly distinguishable from the rest of the
surface indicates that electron irradiation has only very minor (if any) effect on the Fe growth
on Ag(111). Therefore, EBID is not suitable for the selective fabrication of Fe nanostructures
on Ag(111). This is attributed to an intrinsic catalytic activity of the bare Ag(111) surface
towards the dissociation of Fe(GQ)ielding Fe deposits which then continue to grow
autocatalytically at RT. There are studies reporting the thermal, photolytic and electron-
induced decomposition of low coverages of Fe@@) Ag(111), which indeed suggest some
reactivity of the pristine silver surfat& '* Overall, the observed behavior is similar to
findings on Rh(110), Pt(111) and Ni(100), at room temperature or 5&I&w’

The SEM image in Figure 6-8a shows needle-like structures, aligned in three directions,
rotated by 120° to each other. Auger electron spectroscopy on the deposited film (Figure
6-8b) reveals that the surface is composed mainly of iron with about 7-9% at. of oxygen and
no indication of carbon. The observed hetero-epitaxial iron growth is in very good agreement

with literature and is attributed to the coplanar alignment of the bcc-Fe(110) and the fcc-

Ag(111) plane, so that the Fe[002] lattice vector is parallel to thgl8gdirections*> 14°
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Figure 6-8: (a) SE micrograph and high magnification image (inset) of the iron layer on
the non-irradiated Ag(111) surface after dosage of approx. ~1.1°x16f Fe(CO3, and (b)
the corresponding Auger electron spectrum. Fe forms needle-like structures, oriented with
angles of 120° with respect to each other. The observed features correspond to the known
growth mode of Fe on Ag(111). The Auger spectrum shows pronoungggdgeaks and a
small Q. contribution (< 8 %at.), while the & signal is below the detection limit. The Ag

substrate signal is completely damped by the Fe layer.

The strain induced by lattice mismatch results in the formation of aligned bcc-Fe
crystallites (Stranski-Krastanov growtit:**’ These are found to be orientated in three

directions, rotated to each other by 1,28s visible in Figure 6-8a. Thus, despite the fact that

EBID with Fe(COj) is not suitable to selectively deposit nanostructures on clean Ag(111), our
study demonstrates that Fe(GQ% an excellent precursor for standard chemical vapor
deposition to produce clean iron layers on Ag(111l), as an alternative to physical vapor
deposition of Fe for the preparation of corresponding iron layers.

6.3.2.2 Preparation and characterization of porphyrin layers on Ag(111)

To quench the autocatalytic decomposition and thereby to make the FEBIP process
selective, one might think of introducing a “protective layer” of organic molecules, namely
2HTPP. The choice of this particular molecule was motivated mainly by the detailed
knowledge of its adsorption behavior on Ag(1}%).2*? In the monolayer on Ag(111),
tetraphenylporphyrins (e.g., 2HTPP, CuTPP, CoTPP, FeTPP, ZnTPP) generally adsorb such
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that the plane of the macrocycle is parallel to the surface; they form a square lattice (lattice
constant 1.4 nm), which is triggered by T-type interactions between the phenyl groups of
neighboring molecule¥! The 2HTPP monolayer (MonoL) on Ag(111) was prepared via
deposition of a surplus of molecules and subsequent multilayer desorption at ¥825%.

1491t corresponds to a coverage of 0.037 molecules per surface“athe corresponding

STM image in Figure 6® shows the square arrangement, in two (out of three) different
domains, rotated to each other by 120°. In the corresponding LEED pattern depicted in Figure
6-9b one can extract the three rotational domains, which reflect the registry of the 2HTPP
lattice with the three main crystallographic directions on Ag(111). For the closely related
MnTPP with an axially coordinated Cligand on Ag(111), a point-on-line (POL)

544 146
superstructur b, = & was deduced from LEED and STM measurements
b, 146 544) a,

by Beggan et ar°

e

Figure 6-9: (a) STM image (U = +1 V, | = 50 pA) of a 2HTPP monolayer on Ag(111);
arrows indicate orientations of the square domains. (b) LEED pattern of closed layer of
2HTPP molecules on Ag(111) recorded at E = 15.0 eV. The inset shows a simulated pattern

for the (1.46, 5.44 | 5.44, 1.46) superstructure with color-coded rotational domains.

Our results confirm this structure also for the 2HTPP monolayer on Ag(111), as is evident
from the excellent agreement of the diffraction pattern and a corresponding simulation in
Figure 6-9b. Further characterization was done by estimating the thickness of the porphyrin

layer by the damping of the fgn Auger signal. The corresponding analysis for the MonoL
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film yielded a layer thickness of 0.4 to 0.5 nm. The thicker films were prepared by direct
deposition of the required amount of molecwthout further thermal treatmenif the
samples. The average thickness of the multilayer (MultiL), as determined by AES, was 2.5
nm, and that of the partial bilayer (BiL) 0.5-0.6 nm, i.e. roughly 1.2x the amount determined
for the MonoL.

The SEM images of the as prepared films are depicted in Figure 6-10: the MonoL (a)
appears mainly featureless, while the BiL (b) and MultiL (c) show areas of bi- and
multimodal appearance.

The Auger line scan on a BiL surface (Figure 6-10d) reveals that the dark areas in SEM
correspond to increased\C and reduced Agw signals, andiice versafor the bright areas.

This allows for the identification of the dark areas ¥sl@yer islands of TPP molecules on
top of the closed first layer (MonoL). Along the same line of argumentation, the multimodal
appearance of the multilayer film is assigned to varying TPP layer thicknesses.

In principle, the observed contrast could be due to Z-based contrast in the BSE or due to
differences in the SE emission coefficients. Monte-Carlo simulations using CASING?2.42,
where individual porphyrin layers were approximated with a composition#f;§s and a
density of 1.27 g/cm3 (single crystal valtfy indicate virtually no influence on the BSE
emission behavior for porphyrin layers thinner than 5 nm. This is a strong indication that the
observed contrast is not due to Z dependence. It therefore seems likely that the contrast is
related to a modified SE emission behavior of the second and higher layers, e.g. due to work

function changes.
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Figure 6-10: SE micrographs of monolayer (a), partial bilayer (b) and multilayer (c) films
of 2HTPP and Auger line scan data of the BiL film (d). The monolayer (a) appears as
featureless grey area, while the bilayer (b) exhibits a bimodal distribution of greyscales. The
Auger data (d) shows that the dark areas correspond to higher carbon intensity (black curve)
and significant damping of the Ag signals (red curve). The inverse situation is observed for
the bright areas. The dark areas can therefore be identified as second-layer islands of TPP
molecules on the first layer (bright). The multimodal appearance of multilayer (c) is
attributed to different 2HTPP layer thicknesses on the respective terraces. Note that the
contrast of the SEM images was adjusted for visibility such that the grayscale intensities are
not directly comparable between images.

6.3.2.3 EBID and EBISA on porphyrin-precovered Ag(111)

After preparation of the porphyrin films, dot and line patterns were irradiated before
(EBISA) and also during Fe(C®yosage (EBID). Due to prolonged exposure, initial iron
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decomposition is followed by autocatalytic growth. Note that therefore the autocatalytic
growth time of EBID structures varies slightly from structure to structure.

The SEM images of selected EBID structures in Figure 6-11 clearly show that Fe
deposition on the porphyrin layers is a selective process, i.e. deposition only occurs in areas
affected by the electron beam; the scattered small deposits in non-irradiated areas of the
MonolL (Figure 6-11, left column) are assigned to imperfections of the monolayer film such
that the underlying Ag surface is exposed, leading to growth catalyzed by the silver surface
(see Chapter 6.3.2.1). Overall, it can be stated that the idea of quenching the catalytic activity
of the Ag(11l) surface towards of Fe(GOJecomposition using 2HTPP layers was
successfully implemented.

In the upper row of Figure 6-11, SEM images of dot deposits on MonoL, BiL and MultiL
2HTPP layers are depicted, after irradiation with 48 nC. For these structures only the central
spots with the diameter of the electron beam (~3 nm) were irradiated with primary electrons.
The obvious enlargement results from BSE and FSE proximity effects. The largest deposit is
found for the thickest 2HTPP layer (MultiL), while the smallest is observed for the thinnest
layer (MonolL), indicating that the EBID process is more effective for thicker layers. This
conclusion is corroborated by the SEM image of the corresponding line exposures (8 uC/cm)
in the bottom row of Figure 6-11: Again the amount of deposited material in the line deposit
increases with layer thickness, i.e., from left to right. This is particularly evident for the BIL,
where monolayer areas (bright) coexist with second layer islands (dark). Inspection of Figure
6-11e and the corresponding inset reveals that indeed enhanced deposition is observed on the

second layer islands, i.e. the thicker region.
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Dot 48 nC

Line 8 uCfcm

Figure 6-11: Dot (top row, a-c) and line deposits (bottom row, d-f) prepared by EBID on
monolayer (MonoL.: a, d), partial bilayer (BiL: b, €) and multilayer (MultiL: c,f) 2HTPP films
on Ag(111). The electron dose was 48 nC for the dots and 8 uC/cm for the line structures (E
= 15 keV, | = 400 pA), while the precursor dose after EBID was approx. 1.0 k 1dr the
dots and 0.95 x 10L for the lines. The insets contain higher magnifications of the respective
structures. For a given electron dose, reduced structure growth can be observed on the
MonoL compared to BiL and MultiL. The appearance of individual clusters on the MonoL
surface (a, d) is attributed to incomplete coverage of the reactive silver sites, e.g. step edges,
by the porphyrin film.

The cubic shape of the structures is typical for the autocatalytic growth of clean iron bcc
crystallites from Fe(CQ)in UHV (see also Chapter 2.2)}* 12

In a next step, it could be demonstrated that it is also possible to prepare dot and line
deposits on the different porphyrin layers using the EBISA protocol. After the initial electron
irradiation in UHV, the surface was exposed to ~9 R dfbar Fe(CQ)for 270 min (approx.
1.1 x 16 L). The corresponding SEM images are shown in Figure 6-12.
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Figure 6-12: Dot (top row, a-c) and line deposits (bottom row, d-f) prepared by EBISA on
monolayer (MonoL.: a, d), partial bilayer (BiL: b, ) and multilayer (MultiL: c,f) 2HTPP films
on Ag(111). The electron dose was 48 nC for the dots and 8 uC/cm for the line structures (E
= 15 keV, 1 =400 pA), while the precursor dose after the surface irradiation was approx.
1.1 x 10 L for all structures. The insets contain higher magnifications of the respective
structures. For a given electron dose, reduced structure growth can be observed on the
MonoL compared to BiL and MultiL. In image (e) structure growth is only observed on the
dark, bilayer covered islands. The appearance of individual clusters on the MonoL surface (a,
d) is attributed to incomplete coverage of the reactive silver sites, e.g. step edges, by the
porphyrin film.
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The dot deposits in the top row (Figure 6-12a-c) were irradiated with a primary electron
dose of 48 nC. The resulting deposit diameters on BiL and MultiL are comparable (to within
+10 %). For the MonoL, the deposits are always smaller, as is evident from the comparison of
Figure 6-12a and 6b/c. In Figure 6-12d-f line patterns obtained with primary electron doses of
8uC/cm are depicted. On the MonoL, a dark line is visible along with very few clusters, while
on the MultiL a continuous wire of fused crystallites is observed. The BiL exhibits a mixture
of both structures: a dark line and reduced growth on the brighter first layer sections, and
pronounced wire growth on the darker bilayer sections. Obviously, the EBISA process is
more effective on the thicker 2HTPP layer, similar to the overall behavior found for EBID.

While the applied local electron doses in Figure 6-11 and Figure 6-12 are identical, the
precursor exposure times are somewhat shorter for EBID (dots approx. 8% shorter; lines
approx. 14% shorter). Despite that, the deposits produced by EBID are significantly larger,
indicating a more effective deposition by EBID. To quantify this behavior, the dot diameter is
plotted vs. applied primary electron dose in Figure 6-13. The solid lines represent the EBID
dot structures and the dashed lines the EBISA dot structures. The line colors indicate the type
of the porphyrin layer. The graph reveals that EBID is more effective than EBISA for a given
PE dose. The comparison of the relative sizes for the different porphyrin layers shows that the
sizes on the BiL and the MultiL are similar, while on the MonoL a smaller size is found for a
given PE doseAs discussed before, the increase of the EBISA dot deposits with electron
dose is caused solely by BSE proximity effécts: ° The maximum range of BSEs (and
therefore the maximum size of deposits due to proximity effects) can be predicted by Monte-
Carlo simulations using CASINO 2.4&d is indicated by the grey horizontal line in Figure
6-13. The EBISA structures follow this prediction well and approach the size limit for very
high doses (720 nC). In contrast to that, the EBID structure fabricated using a PE dose > 50
nC exceed this BSE size limit. As those structures contain central protrusions, i.e. the onset of
pillar growth, their increased size is attributed to FSE proximity effects which do not occur in
EBISA.
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Figure 6-13. Diameter of EBID (solid lines) and EBISA (dashed) dot structures for
multilayer (MultiL, black), partial bilayer (BiL, red) and monolayer (MonoL, blue) 2HTPP

films on Ag(111) versus applied PE dose. The grey line represents the theoretical size
limitation due to the BSE proximity effect. EBID deposits can overcome this limitation by FSE
proximity effects. The diameters on MultiL and BiL are almost identical (¥10 %) for EBID
and EBISA, while on the MonoL, the diameter is significantly reduced. In general, the EBID

deposits are larger than their EBISA counterparts.

EBISA has been demonstrated only for oxide surfaces (e.g. &i® TiQ) so far; the
activation was attributed to electron beam induced defects on the surface, i.e. loss of oxygen
via ESD or removal of hydroxyl groups!® Considering the absence of oxygen in the
porphyrin layers, a different mechanism must be in operation. One possibility would be the
local removal of the porphyrin layer via electron stimulated desorption of TPP molecules (or
decomposition with subsequent fragment desorption) and subsequent autocatalytic growth on
the uncovered Ag(111) patches. Such a mechanism can be excluded by the fact that the
activation is much more pronounced on the thicker porphyrin layers; in addition, TPP are
carbon rich and unlikely to yield volatile decomposition products upon electron irradiation.

To explain the observed behavior, a chemical modification of the TPP molecules by the
electron beam is assumed, such that the molecules become chemically reactive. This
mechanism is schematically sketched in Figure 6-14, with the activated porphyrins referred to

as GHyN.;*. The observed differences for deposition on the bi-/multilayer and the monolayer
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substrates can be explained by the proximity of the activated species to the silver substrate.
While the close-packed first layer is in direct contact with the substrate, second and higher
layer molecules are effectively decoupled from the substrate. Therefore, within the first layer,
the activation process or the reactivity of the activated porphyrins can be quenched, e.g. by
electron transfer from/to the substrate or the formation of fragment-surface bonds, which is
not the case for second or higher layers. The substrate-induced quenching is in line with
spectroscopic evidence e.g. for fluorescence quenching in differently substituted porphyrin

derivatives on gold films and its reduction by the introduction of a spacer‘fayer.
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Figure 6-14: Summary of EBISA-based nanostructure fabrication results on organic
layers on Ag(111). On pristine Ag(111), Fe(G@®)catalytically decomposed to form a closed
film of needle-like Fe crystallites (far right), which can be suppressed by a layer of TPP
molecules. When these TPP films are irradiated with a focused electron beam, molecules are
chemically modified (&yN;*) and the films become active towards the decomposition of
Fe(CO}), which facilitates nanostructure growth. This activation is quenched on the
monolayer (middle), presumably due to the close proximity to the Ag(111) support. On bi-
and multilayer (left) the first molecular layer effectively decouples the activated molecules

from the support and avoids the quenching (left).

Electron-induced activation of chemical bonds has been found e.g. upon electron
irradiation of self-assembled monolayers (SAWN) for the fabrication of lateral
nanostructurd’ or ultrathin carbon membran&s™e.g., for biphenyl-thiol SAMs on gold
electron induced dehydrogenation (and thus chemical modification) has been proposed with
subsequent crosslinking via the formation of C-C single and double bond between phenyl
groups of neighboring molecul&.Concerning the interaction of porphyrins with electrons,

only limited information is available presently: In the gas phase, irradiation of CIFeTPP with
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70 eV electrons lead to the loss of phenyl groups, possibly as benzene or biphenyl, and
dehydrogenation among other process&is the condensed phase several reaction pathways
are discusses for smaller molectt@snd biomoleculeS? but to the best of my knowledge,

no studies on the electron beam induced decomposition of porphyrins on surfaces are
available. Thus, the detailed chemical nature of the active species remains speculative.
Possible reactive intermediates include radical species, anions, cations, reactive groups,
unsaturated bonds, etc. Most of these intermedixtae likely to be able to substitute CO in
Fe(CO} to give R-Fe(CO),*" **8which can undergo further decarbonylation steps and start

the autocatalytic growth of the iron structures.

6.3.3 Conclusions

In most FEBIP related studies the role of the substrate is reduced to its electron scattering
properties, and its surface is treated only as a passive ingredient. In this study, it is
demonstrated that the physical and chemical properties of the surface can play a significant
role in FEBIP, and that the surface properties can be modified by thin organic layers. Both the
EBID and the EBISA protocol are found to be suitable for the controlled fabrication of clean
iron structures on Ag(111) precovered with 2HTPP-layers, using Fe@&33 precursor and
also as probe molecule. While the pristine Ag(111) surface is catalytically active towards
Fe(CO} at room temperature, this activity is quenched by pre-adsorbed porphyrin layers, so
that the FEBIP processes become selective again. The EBID process is found to be more
effective than the EBISA process, which is in line with previous stdfiiise results expand
the concept of electron beam induced surface activation, which was until now only reported
for oxidic samples, to organic layers. The activation of the porphyrin molecules on Ag(111) is
significantly reduced for the monolayer due to the close proximity to the support, while
activation in the second layer is decoupled from the substrate and thus more effective. The
chemical nature of active species that is formed during the electron beam irradiation remains
speculative and should be investigated further, e.g. by theoretical methods, in order to be able

to predict and possibly design the reactivity for new applications and processes.
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6.4 EBID and Autocatalytic Growth using Co(CO):NO

ABSTRACT

The autocatalytic growth of arbitrarily shaped nanostructures fabricated by electron beam
induced deposition (EBID) and electron beam induced surface activation (EBISA) is studied
and compared for iron pentacarbonyl, Fe(&@nd cobalt tricarbonyl nitrosyl, Co(C4NO.
Different deposits are prepared on silicon nitride membranes and silicon wafers under
ultrahigh vacuum conditions, and are studied by scanning electron microscopy (SEM) and
scanning transmission X-ray microspectroscopy (STXM), including near edge X-ray
absorption fine structure (NEXAFS) spectroscopy. It has previously been shown thats~e(CO)
decomposes autocatalytically on Fe seed layers (EBID) and on certain electron beam-
activated surfaces, yielding high purity, polycrystalline Fe nanostructures (c.f. Chapters 2.2,
2.3, 6.2 and 6.3). Co(CeNO is found to exhibit autocatalytic growth on Co-containing seed
layers. The growth yields granular, oxygen-, carbon- and nitrogen-containing deposits. In con-
trast to Fe(CQ) no decomposition on electron beam-activated surfaces is observed. In
addition, it will be shown that the autocatalytic growth of nanostructures from CgNOO)
can also be initiated by an Fe seed layer, which presents a novel approach to the fabrication of
layered nanostructures.

Results presented in this chapter have been published in “Electron-beam induced
deposition and autocatalytic decomposition of Co@BlQ)’ by F. Volinhals, M. Drost, F. Tu,
E. Carrasco, A. Spath, R. H. Fink, H.-P. Steinrtick and H. Marbach, Beitstein Journal of
Nanotechnology2014), vol. 5, pages 1175-1185.

6.4.1 Introduction

Most of the previous EBISA studies as well as some EBID studies used Eef€0)
precursor, which yields practically pure, (poly-)crystalline Fe on different substrates and can
be reliably used as a probe molecule to detect e-beam induced redctftfy.?> *°In
addition, Ce(CO); was also identified as a suitable precufS@ince other precursors may
show a similar behavior, one relevant candidate concerning autocatalytic growth, namely
cobalt tricarbonyl nitrosyl, Co(CGNO, shall be investigated in more detail. This precursor
was chosen as it is more stable and easier to handle than the rela(€D)Cdgsee

Chapter 6.5). In addition to the study of the decomposition susceptibility at the irradiated,
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activated surfaces and the autocatalytic growth behavior, also the possibility of the fabrication
of arbitrarily shaped, layered nanostructures was explored. Such layered structures could be
realized via subsequent EBID/EBISA steps, which would require precise alignment of the
irradiation position, or via the subsequent autocatalytic growth of different precursors. This
concept of “tertiary growth” and its connection to the EBID and EBISA processes and

autocatalytic growth is shown schematically in Figure 6-15.
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Figure 6-15: Fabrication and secondary/tertiary growth of nanostructures. The deposits
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can be fabricated by electron irradiation of a surface in the presence of a precursor (EBID)
to form a thin primary deposit (a, top). In the absence of a precursor (a, bottom), some
surfaces can undergo selective electron beam induced surface activation (EBISA), also
yielding a primary deposit upon post-exposure to the precursor. If the primary deposits are
exposed to the precursor in a successive step, autocatalytic decomposition can lead to further
secondary autocatalytic growth of the deposit (b). In the case that a different precursor is
supplied, tertiary autocatalytic growth can occur, leading to a layered nanostructure (c). The
icons in b) and c) will be used to indicate the respective process throughout this publication.

Cobalt tricarbonyl nitrosyl was studied before concerning its ionization properties in the

gas phas& 3 the electron induced decomposition under surface science conditions in
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UHV,*" and the fabrication and characterization of EBID nanostructures under high vacuum
conditions>?: 160 161

In the gas phase, the decomposition proceeds via direct ionization or dissociative electron
attachment depending on the kinetic energy of the involved electrons. Dissociative electron
attachment is mainly observed for low-energy secondary electrons (<10 eV) and yields
incompletely decomposed fragments, mostly [Co@BlQ)]". Direct ionization occurs for E >
10 eV and results in smaller fragments like" @0 [CoCOJ.** ** It was suggested that the
direct ionization route leads to deposition of incompletely dissociated precursor molecules,
which in turn influences the content of non-metallic contamirints.

Based on the irradi